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Absteact

ThronghtbeptemtpupuaSpeecthEmoderforSpeechTuining
and Recognition is presented. The system is composed of & Time-Domain
Digital Filter to emulate an Auditory Model, and of s Neural Network,
which associstes the output of the filter with & given code word from a
Phonetic Encoding Scheme. The design of the Digital Filter relies on
Pade's Approximation to implement the involved irrational functions, and
details are given on its deduction. The Neural Network is based on a
Time-Domain Back-Propagation Network, and details are also given on
the structure being used, and on its dimensionality. The Phonetic
EncodinzSchempmpoudiadnomlnd.andiumciﬂedmphfor
the most used sounds in Spanish is given. Results from practical
simulations with the Auditory Model are exposed and discussed, and an
experiment to check the associative features of the Neural Network is
examined, to conclude that a structure of 18:11:8 nodes may code the
densest subset of the 16 closest sounds in Spanish yielding a neglectable
erTor rate.

Introductiog
Tbem:inpmpoeeoftbemmhdescﬁbedinthepmtpnperisdmed
lo design an sutomatic Speech Feature Encoder (SFE), amenable of
operafing in Real Time. Feature Encoding is a technique which consists
in assigning a special given label from & Phonetic Code 10 a fragment of
Speech. The Phonetic Code is a set of code words, which describes the
presence of certain Phonetic Features in the target fragment of Speeck.
Themdn-ppﬁuﬁonsowaunEncodingmtobefoundinSpeech
Leaming and Correction, and in the design of Aids for the Hearing
Impaired, among others. Many different schetmes may be used to build
Feature Encoders, a specific one being shown in Fig. 1.
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Fig. 1. Typical Scheme of a Speech Feature Encoder

The Speech Feature Encoder shown in Fig. 1 is composed of two main
blocks. The first block, labelled as AM (Auditory Model) Parameter

Extractor converts the Speech Trace v_, to a set of 6-dimensional Spectral
Veciors x,,, which give the main spectral charscteristics of the trace being
processed. The operation of the Auditory Mode! Parameter Extractor is
based oo & Time-Domain Filter which emulates the behaviour of the
Auditory Model to & given extent [1]. Besides, the Auditory Model
M&mmmmmym:mmmw
characteristics of speech by bank-filtering the Speech Trace and detecting
the eavelope of its main spectral components present in the filtered
outputs. These envelopes once re-sampled coostitute the 6-dimensional
output vector x,,. This mode! will be described in more detail later. On
the other hapd, the block labelled as Phonetic Feature Encoder is based
on the Associative Section of a Time-Delay Neural Network (2] trained
for this purpose. This section associates every three time-consocutive sets
of the spectral vectors with a Phooetic Code word x,_, which is designed
to give a more or less accurate description of the phopetic features present
wilhinthelulspeechﬁigmleoeoded.lcwtdingwithlﬂmnelic
Encoding Scheme, which will also be described fater. Other possibilities
could also be used for the Spectral Extractor, a5 common LPC
techniques, for example [3]. The main reasons to recommend a simplified
Auditory Model are the following:

The Auditory Model being used has been especially desigoed to
assume a seasibly low computations] cost. It may be supported by
simple arithmetics and on a small ares Integrated Circuit {4]).

It produces reasonably small Spectral Descriptors. As it has been
shown (5}, no more than 6-8 element vectors (x,,) are enough give

a complete spectral information of speech.

Its frequency selectivity may be easily changed or adapted to
differeat transmission patterns, by altering the sdoquate parameter
values.

It may be used to represent certain hearing disorders when treating
deafoess, or belp in training cochlear implantees in improving their
ability to identify spectrally time-varying sounds and to reproduce
the associated articulatory phonetics.

In any case, the Auditory Mode! may be soeq as a 6-section filter with an
associated frequency selectivity, which reproduces the time-frequency
behaviour of the Inner Ear at a reasonably low computational cost. The
main characteristics of the whole system will be described in the next
sections. The applications of the Speech Feature Encoder may be found in
Computer Assisted Speech Training for the Hearing Impaired or in
Language Leaming.
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ion of a Transmission Line Model [6), preserviog the main
critical aspects to render it realimble using Digital Signal Processing
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where Z (s,x) and Y’(s,x) are the impedance and admittance associated to
the mechanics of the system, in terms of the frequency of Laplace s, and
oflhedimwredﬁomtbempeswwndsmeinwriorofthe
cochlea x. These equations must appear associated to the terminating
omdiﬁonsnbothendsuftbesym.mtuminlﬁonnlhesupesukes
the form of an exciting generator of volumetric velocity and 8 loading
admittance. The terminating condition at the oposite side (belicotrema)
nksmughlyﬂ:e:hapeof:sboﬂcimﬁt.ﬁolhemditionsmmfomd
sccordingly into the definitive set of Digital Filters. To accomplish 3
recursive solution amensble of & digital jmplementation, 8 corresponding
transformation associsted to the following set of equations is carried out:

P=2Z, (F+G) ®

U=F-G @

2
Zc=-\jygp ©

where Z, is the Characteristic Impedance of the Transmission Line, and F
and G are the forward and ts of the volumetric

: backward componen
velocity U. The initial setofeqmtionsgivu:by(l)and(z)mybethus
transformed as follows:
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Mv:ndpmmﬁmeﬁomofﬁemﬁngmdiuoﬁhe
media, _known as the Propagation and Reflection Functions, giveo by
expressions (8) and (9). The influeoce of the mechanical characteristics on

the transmission process which will condition the frequency selectivity are
to be found in these functions as follows:

37 I L)

1=3GY, ®

Eqmﬁons(G)mdmmybemmuiellly solved assuming that the
Transmission Line is divided into a finite number of sections, inside one
of which, the transmission functions are supposed to Temain reasonable
counstant, compatibilizing the results between meighbour sections (o geant
the continuity in the dynamic variables. The resulting incremental
structure of the Auditory Mode! may be seen io Fig. 2.
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Fig. 2. Incremental structure of the model.

The incremental solution of equations (6) and (7) for onc of the sections,
when the continuity conditions are established may be written as follows:

F'pq = F1 Tk (10)
Gp.1 = G'k-1Tk an
Fy = (- 20 P - Gk (12)
Gy = P Fet + (1 + 20 Ok a3)

where T, and p, are functions of -y and p given by (8) and (9). The sbove
set of equations may be reflected in the structure given in the flowgraph
shown in Fig. 3.
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Fig. 3. Structure of ooe of the incremental sections.

Forthenkeofbrevity'.mwillnotextmdtoodeeplyinto!h
mathematical details pecessary w0 deduct the adequate expressions |
implement each section, referring the interested reader o the preliminas
work [4, 5, 6). The most important details to be presented are relal
with the structure rendered after rewritting the different propagatic
hmcﬁonsﬁomlbedominofhplwetolhﬁoﬂhepmmfom.usi:
for such the Bilinear Transformation {7]. The expression for g, given
(14), shows that & simple digital filter of second onder, as the one in Fi
4 may usilyﬂppoftiheteﬂecﬁoneﬁaﬂsontheline:
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Fig. 4. Structure of the digital filter implementing p,.

The case is mot the same for the propagating function T, whoee
expression, given in (15) and (16) show an intriasic irrationality:

Iy = ok Axg as

4DN 2 -]y
o + gy 71+ a2

(16)

The synthesis of functions as digital filters can not be dooe in a
simple way. Senes expansion techniques require a great amount of terms
to reproduce the maip spectral characteristics. A different approach was
used in this case, by means of Pade's Approximation [8], which allowed
us to represent the spectral behaviour of the module of ¥, from (16) using
a third order polynomial in z as follows:

e lk".l + lmz'2+t|3kl'3

) 3 3 an
SmOk +4m1kZ " + 2247+ 83z
having used the following expression to approximate (15):
2~y Axy
2 S Faye 9

The pair of expressions (17) and (18) allow us to extract a realizable
structure for -y, as givean in Fig. 5.

Fig. 5. Structure of the digital filter implementing Ty

wbuetbenetsofﬁllupanmﬂsrs{n“}md{a“}mgivenn
functions of the general transmission apd reflection properties of the
structure, as is also the case with {a,,.}. By means of these structures, &
S-section digital filler may be easily built, its behaviour having been
checked, as discussed later. The outputs of the filter may be obtained
directly from the forward or the backward propagating signals, fLorg,
although, as shown in Fig. 8, these signals must be processed in order to
obtain their envelopes, as the vectors to feed the Neural Network. The
algorithm for envelope extraction is rather simple, and is based on a
sliding average low-pass filter. because of its simolicitv. Finallv. the

envelope of the signals at the different sections of the filier, is re-sampled
at & rate of 1 sample every 2.5-5 msec., which comprises the highest
frequencies present in the modulations of the formants of speech. In this
way, 8 big reduction in information is carried out, the throughput
changing from one sample each 100 usec. to this rate, which substantiatly
simplifies the task of the Neural Network. Each of the outputs of the &-
nwﬁonﬁlbrconﬁgureslnelemlof:he&elemtveaorthedls

input to the Phooetic Feature Encoder as explained before.

Neural Network

As it was meationed, the Phonetic Feature Encoder is configured as the
Associative Section of a Time-Delay Neusal Network [2]. The structure
of the TDNN in use is that of a Back-Propagation, and may be seen in
Fig. 6.

Fig. 6. Associative section of the TDBPNN being used.

The first input layer to the network is being built using 3 consecutive
samples of x,, which means that the input vector is given as:

X1n
¥in = | *In-1 (19
Xlo-2

This time-composite vector is projected then on the 8x18 matrix of
weights given by W,_, which results in a first projection $-dimensional
veclor §,. As this vector gives an unnormalized measure of the
projection, a nonlinear function F{.} is used to restore the measure to the
interval [-1,+ 1], giving as a resull a new 8-dimensiona) vector X,,- Now,
the time composition may be applied again, in a similar way as in (19):

X2n
Y20 = | *20-1 (20)
X202

this new vector being of dimension 24. Projecting it on the 8x24 matrix
of hidden weights W,, we will obtain a pew 8-dimensional vector 5,
which when corrected 1o the interval [-1,+1) results in the projection
measuremeat X,,, which may be considered as a tentative Phonetic Code.
The first projection with the weight matrix W,, produced a first grouping
of time-cvolving Spectral Vectors in different clusters. The second
projection with W, produced a re-grouping of these basic clusters into
the definilive code words. More details on the operation of Back-
Propagation Networks are considersd irrelevant at this point, and can be
found in the specialized literature [9]. The resulting tentative Phooetic
Code, is a vector composed by 8 real numbers in the interval [-1,+1],
which try to resemble 8 NRZ Code, in which Boolean 0's and 1's are
represented by -1 and +1, respectively. As the real numbers in the
elements of x,, will approach these limits without completcly matching
them, the resulting code-word is considered “Wentative”. The proximity of
an elemeat to +1 or -1 indicates that the associated phonetic feature (for
example voicing) is preseat or absent in the speech trace. In what follows,
we will deal with the standard procedure used to train the Neuml
Network. Figure 7 illustrates the procedure, which starts with the
recording (r,,) and fragmenting {ryuy) 2 52t Of reference sounds,
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Fig. 7. Training procedure.

These fragments are filtered by the Auditory Model, and according with
d:eirnmue.ahhel gwnespondingwlheirPhoneﬁcCodeisawociﬂad
with every :hp:oduced by the Auditory Model. These data are stored in
2 Data Base, and used lobepmsentedtotheTDBPNN. according with &
miningmgywhichwillbediscussedinnlatusecﬁon. Everytime a
vector X, is preseated 10 the TDBPNN, its associated code 7, js presented
too, and the weights of the matrices W, and W,_mchmgod according
with standard Back-Propagstion Rules [9], this operation being referred to
as the Training Step. A set of 16 syllables of the kind consonant +vowel
{C-V) or vowel +consonant +vowel (V-C-V) have been used in the
training [10). We refer to this set as the Training Set. The eficiency of
lhe'l'ninin:mismusmedbythenumber of times the Training
Set has been completely presented 1o the Network for its convergence.
Afer this, the weights w,, and W,, may be used by the Associative
Section to establish the tentative Phopetic Codes.

Phopstic Epoodi

The sext topic we have to discuss is the establishment of the Phooetic
Codes scconding with the Phooetic Futureswemtloconsider.'l‘he
Encoding Scheme is based on an 8-bit HammingDisunoeCodenle
tllePboneﬁcFeamresofSpmishusbowninTable 1, and may be
projected on an a-dimensional hypercubic graph, ip which a given pode
may be associated with a givea sound.

Bit# Feature Comment
0 Oral/Nasal b0=1 oral; b0=0 pasal
1 VoicedUnvoiced  jbl=1 voiced; bl =0 unvoiced
2 Degree of Closure p2=0, b3 =0 plosive
3 b2=0, b3=1 fricative
b2=1, b3=0 vowel
b2=1, b3=1 semiconsonant, glide
4 Articulatory Place | b4=0, b5 =0 palatal
5 b4=0, b§=1 dental
bd=1, b5=0 velar
bd=1, b5=1 labial
6 In Vowels: b6=1 rounded; b6=0 oral
Round/Oval
In Consonants: b6=1 frontal; b6=0 Iateral
Frontal/Lateral
7 Multiple/Simple | b7=1 multiple; b7=0 simple

Table 1. Phonetic Encoding Scheme being used.

This results in a 256-node graph, in which each node is connected to
other 8 neighbours, forming an 8-dimensional hypercube. Every node
will have an eight-bit code attached, but not all these code words will
correspond 10 a real sound, as it may be easily inferred. This means that

Hamming Distance, in the sease (bat two sounds will form & Minimum
Distance Pair if the Hamming Distance of their associated code words is
the unity. The sct of code words associated with the sounds present in the
Spanich language is given in Fig. 8.

Fig. 8. Subgrapb of the Encoding Scheme being proposed.

In it the phoneme and its corresponding hexadecimal code (between
brackeis) appear close to the corresponding node. The hexadecimal code
it used as an abreviation of the binary code, taking b, ss the most
significant bit. I, may be seca that two sounds which form s Miniroum
Disunoel’ai:.mhlsmandldlmnssigned code words (84) and (C4)
which differ just in ope bit, which in this case is b,, corresponding to the

organized in three different subsets. The first one is formed by 16
consonants, which include all the varistions in the four bits coding
voicing, articulatioe place and degree of closure, these being
Ip!tldklbldljlg!ﬁi&!ﬂ'r.lwﬁls!x!‘ This subset is compact, in the sense
that it may completely fill & 4-dimensional hypercube. The second subsel
isformedhyoﬂwroonmlnulsoundsmnedtothefomﬁ.thﬁebeing
the subclusters Isiziril, lile/b/, iminin/n! and Iv/f/, which are colateral
toHnefofmerones.Thethi«lwbsd is formed bylhecardinalvowels
fefilaloiu/ and other wowel-like consonants, as fw/l/N.

Results and Discussion

The structure being designed is rather complex to be trained and operated
as a whole in a first approach, tbus its different parts bave beea built and
checked separately. In Fig. 9 s and b we preseot the results obtained
when operating the AM Filter.

Fig. 9.s. Response of the AM Filter to an impulse excitation.
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In Fig. 9.a, the response of this filter to a rectangular pulse §00 psec.-
wide is shown. Section 0 shows the excitation, and Sections 1-6 show the
progression of the excitation through the model. The pulse broadens in
time as we get deep into the Auditory Model, and the travel time, counted
from section 0 to section 6 on the x axis relsfive to the pesk maximum
increases approximately expooentially with distance. The pulses are
preseated in relative amplitude (normalized to peak amplitude), the
energy associated 1o the travelling wave becoming considerably smaller as
the wave gets deeper (approx. 60 dB for Section 6 vs Section 0).

Fig. 9.b. Response of the AM filter to a speech trace. Envelope
detection.

On the other hand, Fig. 9.b shows the effect of the filier on & speech
trace, afier filtering and envelope detection. As before, the x-axis
represeats time, and the y-axis relative amplitude. The distance along the
cochlea is measured from section 0 (apex) to section 6 (belicotrema). The
oﬁgindunmnceforwhichtheseumwmohﬁnedeonupondedto
/ba/. Fipally, in Table 2 the results for the training of the TDBPNN
using two differeat structures are pressated. The test subset was
composed by structures VCV or CV using the first subset of 16-consonant
sounds. The use of this subset allows to test the performance of the
petwork under the worst conditions (minimum distance between sounds,
thence minimum separability). Each speech trace was passed through the
AM filter. The 6 output channels were cavelope detected, re-sampled at a
meofonesampleeveryZ.Sm.,mdnsedtofomtheiupulveclorzh.
Thraeofthesevecmoomposedml&olemtvmthbefedwlbe
TDBPNN.Theeodewordforuﬁningwﬁxeduingamdud
procedure for speech fngmentltion[lO}.TheNetworkwasmineduaing
935 training steps after which, a given speech trace was presented 1o the
Nﬂwork,lndtheNﬁwurk'swwoompnmdmthodgiulcode
word. The first set of results, corresponding to & 18:9:8 network, showed
|goodperfomnce.exwplinsomeﬁ‘ngmnumupmdingtofhland
/tal. In the case of /ka/ shown in Table 2.a, the nctwork anticipated the
insertion point of the vowel,

it# ] Output Value |  Obiective Value | — Agreement |

0 9994 1 yes

1 .9957 0 Do

2 9999 [\] 00

3 0000 0 _yes

4 0009 1 0o

5 0010 4] yes

] 9999 0 Do

7 .0006 1] yes
Table 2.a. The network anticipates the insertion of /a/

rlm_mmm___mgum__' ive V. | Agreempent |
0 .9997 1 yes

1 0224 [1] yes

2 .0009 0 yes

3 .0000 0 Yes

4 L0249 0 yes

5 L0000 i 0o

6 .0008 0 yes

7 0002 0 yes

Table 2.b. The network mistakes /t/ and /c/.

In other two cases, the network coded /ta/ as fea/ (Table 2.b). Finally,
aﬂunmmhinh.ﬁeﬂucﬁuuof&enﬂwwkwmgmuw
18:11:8, and in this case, the maich obtained was perfect using only 564
iteration steps with the same subset of sounds.
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