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ABSTRACT

This paper presenis a perspective on neural-type electronics as a novel device-circult design approach
inspired by neural structures. Such an approach attempts 1o provide & well-enginsered, theory-tested substrate
on which the emarging computational, adaptive, learning, massively-parallel architectures can be buill. Further,
the paper proposes an MOS neural-type junction as an example of the adopted design philosophy. The
proposed circuit capturas the temporal and spatial activity of neural elements through N input structures. Each
of these structures comprises an initial adaptive weighting stage feeding into a charge-accumulating system.
Tha net excitatory drive resulting from space and time effects stimulates a dynamic firing oulput stage. The
circuit parmits the implemantation of information processing elements in which pulse frequency modulation is the
coding mechanism. Some modifications to the design, implications and future prospacts are outlined.

A. Perspociive

MOTIVATION AND BACKGROUND:
While from the boundad fevel of our rind
Short views we Lake, nor see the lengths behind; (1)

The development of elactronics is at an impertant crossroads. Considerable uncertainty surrounds what
matarials, fabrication, electronic processes, daevices, circuit design techniques, systems, etc., are to be
significant &t the end of the century. As sub-micron geometries are approached, there are signs of crisis in a
number of inter-related araas which confront the progression to very large integration densities and high spead
systems. Major problems arise dus 1o the fact thal, at this quantum scale, no scaling theory exists which can
simultanaously scale all the physical factors affecting device operation; hence, neither the effects of the
elactric fialds nor the influence of the device environment can be treated satisfactorily {2.3,4).

Therafore, as the semiconductor technology approaches the complexity levels of biological systems, it
becomes partinant to ask what radical changes in microelectronics concepts are required if we are ever to maich
the power, efficiency and reliability of information processing mechanisms within the nervous system. Can we
start departing from the design ethics of classical circuit and device theory in respanse 1o the emerging, highly
demanding, intelligent systems that we aspire to construct?

Inspired by such questions, the neural-type microsystams (NTM) technology has evolved to provide noval
device-circuit design concepts that capture the essence of neural signal processing in a simple, elegant form
complying with state-of-the-an microelectronics trends (5). As such, NTM's offer polentialities for establishing a
wall-engineered and theory-tested substrate on which the various powerful computational, adaptive and leaming
modals with their massively parallel, non-von Neumnana architectures can be built.
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The history of NTM's goes back to the early 1860's, when H. Crane introduced this design philosophy in his

Ph.D. dissertation (6), leading to the conception of the neuristor (7). This concept was stimulated by the dasire
fo construct new wiring schemes for highly miniaturized electronic systems, in order to overcome the problems
of signal degradation arising from the passive characteristics and parasitic coupling of the interconnections.
Though influsnced by neural structures, it must be emphasized that Crane's ideas evolved as an approach more
in the spirit of ravolutionizing elactronic design techniques than actually daveloping new methodologies of
problem solving, learning and pattern recognition as was the main trend of investigations at that time (8,9,10).

However, at the time of its conception, practical electronic realizations of the neuristor were not available
excepl for Nagumo's tunnel-diode transmission line {11), the semi-distributad fine using unijunction transistors
(12), the syneuristor of Waldron (13), the pnpn diode neuristor ling (14), and the distributed superconductive line
ulilizing the Josephson effect (15). Such implementations lacked the Intagrability feature which led 1o a
world-wide search for circuits that could ba realized in VLS! with such coming forth in the 1970's from Poland in
bipolar form (16) and from the US in MOS structures (1 7). Concaived applications of the resulting cireuitry as
general-purpose signal processors (18, 18), retinal-type sections for robotic vision (20), logic slements {21), and
components of neural-type robotics (22,23), have been investigated.

Expanding upon earlier work, recent papars (28,36) as well as this papar atlempt 1o refine the philosophy,
establish the theory and possibly unfold a whole new fisld of efectronic arts.

DESIGN THEME;
Frod at first sight with what the Muss imparts,
In fearless youth we tempt the heights of Atts, {1}

Departing from the prejudices and constraints of classical circuitry, neural-type electronics can be
characterized by the following:

(1) Exploitation of the highly nonlinear davice-circuit interactions which (through electronic inspiration) tend to
capture the complax, dynamic behavior of neura! elements. As an example, instead of controlling parasitic
linkagas among circult elements, an attempt Is mads 1o aflow the existing inter-device coupling to participate in
achieving the desired operation. Ultimately, the design should lead 1o holistic integrated circuit layouts.

(2) Adaptability of most of the circuit components and interconnects in response to spatial and temporal
information patterns. Toward this goal, one of the methods currantly being investigated (by the authors)
involves the use of floating-gate MOS siructures. These allow dynamic nonvolatile changes of device and
circuit characteristics.

(3) The basic theory relates 1o analog charge manipulations within the circult: being established, maintained or
destroyed continuously at various points in the structure. It is wel! known that stimulation of many forms of
neural components occurs dus to the passage of a quantity of charge through a membrane. Incidentally, analog
circult theorisis (24), as well as device modelers (25,26} have come to realize the convenience and usefulness
of describing the device and circuit activity in terms of charge as a means of unilying the various analylic
techniques utilized. Such charge theory seems to evolve naturally as an appropriate description of the temporal
and spatial signals traversing a neural-type network. -

(4) Pulse frequency modulation is adopted since It is befieved 1o be one of the best methods of information
coding in the neural-type environment in terms of stil} unknown criteria, which could be component or structural
simplicity, distortion attenuation, elc. The use of such a coding mechanism in neural-type electronics may

‘eveal the contribution of the impulse generation procass 10 the overall sysiem dynamics.

In NTM's three general classes of subsystems have been isolated functionally but not necessarily
structurally: those dynamically generating the signals {neural-type cells NTC's); those actively transmitting the
signals with no attenuation (neural-type lines NTL's); and those processing and combining or mixing the signals
{neural-type junctions NTJ's). Most of the earlier realizations focused on oblaining electronic NTL's having the
burst-like signal propagation properties of a nerve axon, namaly: 1) threshold of stimulability, 2) uniform velochy
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of propagation, 3) attenuationless transmission, 4) characteristic pulse generation, and 5) refractoriness. One
such implementation, shown in Figure 1, consists of a cascada of three-MOS-transistor sections exhibiting zero
power consumption during the resting state (no excitation) by virtue of the enhancement-mode MOS
characteristics (27). In fact, an NTL is formed by discretely coupling NTC's (5), therefore, each isolated section
of the cascada is, in effect, an MOS NTC shown separately in Figure 2. Such an NTC eomprises an input MOS
structure Q1, which establishes the cell threshold for incoming positive spikes and provides unilateral
transmission and isolation, coupled to a dynamic firing output stage consisting of the 02-03-RC structure, The
Q2-R6C combination creates the functional nonlinearity necessary for pulse shaping, while the simple insertion
of the feedback transistor Q3 allows for encoding the input signal amplitudes Inlo output neural-type pulse
repetition rates, whereby the cell produces a pulse frain whose frequency is a function of how much above
threshold the steady input stimulant is - quite reminiscant of liring zones in real neurons! Figure 3 illustrates a
fransient analysis run on MICROCAP for the MOS NTC (28). Obviously, the circuit is very nonlinear and its
operation critically depends upon hysteresis generated through feedback and inherent parasitics of the
transistors (28).

This brings the discussion to the NTJ which is the key information processorin a neural-type system handling
both spatial and temporal patterns of activity.

B. BASIC MOS NEURAL-TYPE JUNCTION

Inspired by prasent day knowledge of the synaptic-dendritic tree structures, De Claris introduced the concept
of naural-type junctions (NTJ's) in a mathematical form (29). From a circuit viewpoint, an NTJ handlas large
numbers of incoming pulse trains, processes them in an elaborate way wheraby ditferent inputs are given
ditfarent weights, produces a net activity level through integrative action over time and space, then, depending
on that level, stimulates a firing output stage which responds by generating a distinct pulse train. These
features are incorporated in the circult proposed by this paper and shown in Figure 4. The circult consists of N
input structures, each of which comprises an Initial weighting stage feeding into a charge-accumulating system.
All the N structures, if properly excited, can draw current through a single summing resistor or channel by means
of a current-source coupler. The summing element then stimulates the dynamic output stage to generate the
required response. The various propertias of the MOS NT.J will bo explainad,

1) - :

A neural-type pulse train arrives at each input structure where it experiences initial procassing (refer fo
Figure 5 which depicts a single input channel connected o the firing output stage). For each of the N input
mechanisms, the threshold voltage VT of Q1 (among other parameters which will be assumed constant)

detarmines tha transfer efficiency of the corresponding initial stage. Input weights are set via threshold voltage
(VT) adjustment, thus, the strength of signal transmission through Q1 can be controlled according to the desired

operation.
VT is a function of a number of parameters including gate material, gate insulation material, gate insulation

thickness, channel doping, impurities at silicon-insulator interface, and voltage between source and substrate
Vgp. Consaquently, weights can be adjusted by controlling either the chief process paramaeters - namely, the

doping concentration and the oxide thickness - or the chief circult operational parameter - namely, Vgp.
A variable dc reverse bias voltage Vgpg was applied expesimentally to evary Q1 in the circuit (not shown). A

clever circuit design generating its own substrate bias as in (30) can also be used. Accordingly, the effective
threshold becomes;

Vr=V1p +1l(Vsp+26012- 2913 (30)
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Figure 3: A MICROCAP transient analysis for the NTC
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where §  is a constant, Vgp is the substrate bias, Vg is the threshold voltage for Vgp =0, and

in which q is the electron chargs, ., is the dislactric constant of the gate insulator, gg is the dielectric constant

of the Si substrate, and N is the concentration density of the substrate. Note that yis a SPICE model parametar
thus enhe’ ~ng the design flexibility.
Varying \ 3g to adjust V according to the above equation allows us 1o adaptively control the strength of the

signal flow complying with a certain problem definition. Morsover, nonvolatile threshold changes in response to
past history of operation or Hebbian learning rules are possible through replacing each Q1 by a floating-gate
transistor (FAMOS). FAMOS's and double-gate MOS devices are quite developed and popular in EEPROM
integrated circuits (31, 32). This approach is being thoroughly investigated by the authors.

2. Temporal Summation;

The shown input structures of figure 4 are excitatory in nature although inhibitory effects can be achieved
through the use of complementary p-channel transistors. For figure 5, if an incoming pulse is larger than the
threshold voltage Vy of O1, it tums Q1 on, hence, drawing current through R1 which eventually turns Q2 on when

tha voltage of node 1 falls sufficiently below VA. Thus, the voltage-controlled current source behavior of Q2
allows an amount of current flow dependent on the extent to which Q1 is drawing charge 1o its channel. This
current flow bagins to build charge on the capacitor C1. The rate of such charge build-up Is determined by the
R2.C1 time constant as wall as the transistor parasitics. If a second pulse arrives fast enough, before C1 is
allowad to fully dischargs by tha trailing edge of the initial exciting pulse, the same mechanism of current flow
occurs. This resulls in dumping more charge on C1. Through such a cumulative effect, an input pulse train is
decoded into charge build-up over time within the circuit. if the gate voltaga of Q3 (node 3) established by
charge accumulation on C1 exceeds the device threshold voltage V1, the current-source coupler Q3 turns on.

Consequently, a chain of activities in the dynamic output stage identical 1o that witnessed in the NTC of figure 2,
will ba initiated. A MICROCAP ftransient analysis run illustrating these mechanisms is shown in Figure 6. In this
figure, we monitor node 6: the input, node 3. voltage build-up on C1, node 4: the summing point, and node 7:
the output. Without the time integration proparty of the input structure, an incoming pulse train of relatively low
amplitude may not tirgger an output. Howaever, with such time effects, an output signal wil! always be generated
after some delay, provided that the input frequency is high enough. The time delay alter which an output is
genarated, is a function of the circuit parameters, device parasitics and intensity of stimulation.

3) jon:
All the input systems comprising the weighting stages R1-Q1, the charge-accumulators Q2-R2-C1, and the
current-source couplers Q3 are fied to node 4 [gate voltage of Q4). Hence, the current fiow in the summing or

junction resistor RE is the sum of the drain currents of ali the Q3's.

-

lRe 'Z'DSQSI
In

_whera N is the number of input transmission channels and Ipngqaj I8 the transistor channel currant of each

Qs;.

In this way, the gate-to-source voltage of Q4 can be influenced by the activity of all the input channels.
Becauss of the excessive current drainage through the summing junction RE, an Improved circuit results by
replacing it with a diode-connected n-channel transistor having Vg = 0, as shown in Figure 5.
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The net drive to O4 is, in effect, the result of both time and space integration - time effects are coupled
through Q3 while spatial elfects are combined in the junclion resisior RT. (or channel Q). The dynamic firing
output stage [Q4-R4-C2-R0-05), through its Q5 feedback mechanism and hysteretic properties, generates a
neural-type pulse train {bottom trace of figure 6) whosae frequency is a function of the drive intensity. The ability
of the output stage (which is, actually, an NTC} o encode information as pulse repstition rates is illustrated in
Figure 3.

C. CONCLUSION - A LOOK INTO THE FUTURE

But more advanced, behold with strange suiprise
New distant scenes of endless science risel (1)

This paper presented an MOS neural-type junction module that handles temporal and spatial activities in a
highly nonlinear, but slegant, manner. K is an indication of how elacironic ants can capture complex neural signal
manipulations. The processing power of the proposed siructure, though not analytically investigatad, Is
potentially Immense. Thorough analysis and mathematical formulation of the circuit behavior are ongoing. The

alm is 1o establish a design methodology by means of which specific functions can be rapresented to solve

associated probloms. Implementation of adaptive properties by tailoring the analog charge storage capacity of
double-gate MOS structures Is also under study. I is apparent that the concept of analog charge manipulation
sesms to be very descriplive of the circuit oparation. In order to further emphasize the charge handling theory,
all the circuit rasistors can be replaced by MOS tfransistors as was indicated in the case of RZ - a procass which
will certainly enhance the chip integrability feature of the design. Charge control modsls of MOS device
operalion are currently being devaloped by the authors.

However, it is already apparent that the highly successful sificon MOS technology will reach the end of fis
evolutionary travel at about the 0.1um scale. The search for new davice materials and novel electrenic
properiies is likely to accelerate in the next stages of microslectronics. A major development concerns the IlI-V
based materials which can now be configured into a variety of heterostructures with a wide range of exploitable
physical phenomena (33,35). The cutrent move to GaAs and related compounds is stimulatad not only by their
low power, high speed advantages bud, also, by thair ability 1o form quantum well architectures, in which
materials can be fabricated with "atomic® structures specially configured for their electronic properiles (34).
Advanced fabrication and pattarning techniques may offar the opporiunity to tailor the inler-device interactions
and externally contro! the device parasitics in arder fo build functional adaptive systems that are quite immune to
the problems of metallic interconnections and system partitioning. These architectures would be characterized
by nonclassical signal processing (through charge transfer mechansims) inducing certain device and system
properties highly reminiscent of neural structures. The authors beliave that the merging of the evolving neural
naetwork concepts with the emerging thrae-dimensional superlatticas (34,35) may offer revolutionary, challanging
and exciting prospects for the future of electronics.
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