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) Abstrace:

A review Is first eade of the basic graphs of
interust to automated Rubutacturing uslopg networks of
catsnlcating robuti. These praphs are thes evaluated ia
of relative processor, aad processor related hard=
Jiare, weeds for each type of basle rubot network to
achleve & speclfled re){abilicy trom wisich relatlve costs
aid cost erfectiveness results are obtaloed.

| H T

Fe  Introducticn

The ruquiceoents of sopidsticarcd i cruprocessor
rubnty present a pood design erdterion 1o gutomated mang~
fucturing robot telwnrk s7stems. S it actur {ng
procuesses can bavolve waay steps o oan ndustry, and
since tndlvidual wicroprocessot rubots are gumurakly
programmed Lo carcy out these steps, it s lmportant to
realize tne reguirencats of processors bor cach type of
robot net<ork f1|. Relative merits of processur-robot
ugtwuchs shall be considvred Lo terme of cost, through-
vty relialii biey, ovatlanllizy, ternarerin, gevelopoeni
wd eomplexity.  Given the reliability of the robot net-~
works systea and che communlcation llnks, we can ruadily
compute the rellabilivy foval lability of the prucessor in
any piven robot networi.  The reliability of processers
Wwil! be a major {facuur in detvrnbning the cost=
slloetiveness, of robot networks, and an turn, we bulleve,
teey factor in the requireaents of antomated penufac-
buriag robot networks,  So our mijor concern in thilg
paper 13 o wvaluate the acessor rellabllicy cequlire-
ments for cach type ol rohet neblwork,

Plrot we presceot the hasfe graphs of interest to
adbonaled aanutactoring using nutworks of coianl cot ing
tobots [2]. Second we present the geseral requlrauents
for the robut prucesser wetworks. Then degalled analy-
iy far reliability requirements and relative merits are
siven for lincar, star,and cing confl lpurations Jue to
thelr fmportance i3 open production Fines, centralized
sontrolled nanutacturing, and eyeliv production process,
tespectlively,

Uitk the use of stallar acalysis and techniques the
redbabbbity performance evaluatlon results of the
renabwing tobot actwarks ire presonted i flpure 3,
feomae the cantinatorial path coumerat fon tochndque 13]
Leo evalpabe the rellabiticy of tie above robol=processor
widnris. 10 abditdon the cost-uvilectiveness of robol
Wtwatks Lo didgusned and the sunmaey of reliabilicy
sapresdionn, and tne cost=clitectiveosny fesults of robut
whedihs are preseatued in Table 1,

Lo msie Graphs o Robot Networks
The Basle proaphs are o [.3; vl Fige i, as thoey
Pottava e robal otworks aud particularly lucal mannlac-
turdng rubul interconnect tons.  In each praph, we repre=
At each dlsclegoaisbed robot-processor In the necwork hy
T s and Ve consunleations binks betveen nodal ont =

T3

tles by a branch.

1iI. #rocegsor Requireoents

In this svecclon  we consider a general alcropru-
cessor ceaputer and its requirements in a rebot=network
system, The basife problem in robet-processor aetworks
can be broken fato two pares [5]. Flrst the data oust be
transfurred frum one processor Lo ancthur processor,
Second, any one processor wmust be able Lo uxert controi
over sther processurs within the system. The data
trunsfer will take place by wmeans of 1/0 faellivies, 1t
pay be the result or seae calculations earvled out upoa
some other data supplicd by all processoers or In part by
anubher robot procusiser bn the oetwoerk Gytlem,  AHlan, It
can e prograw bnstruct Las where the progrim Lrown one
processor will ke loaded from op by anbther ropot pro=
cessor [5]. An additLonal requirenent s that the
appropriace condrel sipngls should be presenl at betin chw
dendlng wid recelving robet procussor.  An wHample &g
pive in ,7; where data ts transfered to o Hiera Computer
pProcessor ab wie node Which {nterprers coe task deserip-
Llon, exccutes Macru- Commands utllizing posicion and
sensory feedback, aod ceturns £inal posicion and sensary
status o anuther dlcrocomputer processor ot a dEfterent
node of the robot netwoerk system. In general, the pro-
cessors in the robot network system can be classifioed to
have the fullowing primary functlons [H i Coding of
Semsory data, Decodin of data coming from ancther siera-
computer, Fropramaable control, Errer detuectlon,

The Moot Fevonle §0F BaCalledfe 4le [6], {B,: Input
;;Ehut awchanl&msHE:;ignud tov peal=time processing (ey.
data transfer, fnterrupt control), an optiaum iastract Lo
sec for cheracter sequence handiing, high Hexibilicy,
bave tapablility of interiacing te diffureut zou-
wunication links, and terminals, capabillity of addressing
a larpe menory spoce, very high availablity, tncludiap
the capabllicy to coafigure into a4 redundant SYLULS .

The Bequirements Jor Software are @ Heal-=time operating
system with prlurli?.cuutrul. ?;thlc of handling: pany
Lasks concurvently, Software modules for .commenication
control, . loe coutrol, terainal conteod, oa line
test facllitios. buap progroms to asslst che error reco-
very conditlons, Apart from the haedware and software
requiremcnts, sone relevant criteria [S)] are required to
evaluate the perforaunce of processors in the robot not -
work's system.

The follovwing are the rost salient perfornance
requlrements [5]: (i) Throughput (11) Mewury uvericad
{i11) Turnaround (iv) Beliabiiity/availabllicy,
(v)Mstneenance feepair (vi) Relatbve Cost and (vii)System
effectivenuss.  The fivst of the above s the thraughput
loperarions jor undt tiav) and 5 cqual, to the reciprocal
ul the Lige required tu execute a net of relevant -+
algorithos, En addition, program icagth and data stocage
requirencnts esacntlal to tmplemeat a pglyen algorithm are
#lso of interest. In wny robut=proceesor aetwolk o gons
slderable asount of time and mepory overncad will la
incurred from processor to processor comsunication. 1L
is this communication and zencrol overhoead, which must be
winlmlzed Tar a given application by carcful system
design.  Turn around [s another importam dupect of
aultiprocussur=rubot systoms, particularly when control
Ls to be achicved at one of more local prucestors, The
turn around tioe oust be evaloated opainst the reguire=-
peats of tewe process and 1t can be eaproessed in walts ol
thae for o given alpooting and systews sdate,

Aaong  the miln requicesents for considering a
rebot-multiprocussor system are its rellabilicyd



avallabllity, fault detectlon, aalnrenance & repafr. [
La pencrally meeessary to decect and lucalize a-tallur
of a processur in any robot network, assusing that the
compunication Maks between processars remafn Intact,
Thercfore, the requirements of fault-tolurant systems
shall arise in a processor system (5], For wxample, ia
the eveat of an isolated processor fallure, such as the
shutdown of a processor for malntenice at a partleular
nodue of the nctwork, the fault tolerant system must
detect the fact that the processor is down and adjust the
scheduling accordingly. In urder to overcome protessor
fallures, a geoneral reliablity technique is Lo Intruduce
redundancy in the robot-procesysor wtwork system, which
makes the systenm more reliable and effectlve, and of
course the cost requirencents shiould be considered for
ecach type of robot network. Hext, we will consider In=
detalt the rellablicy/availabilicy requlrements fur robot
processorg for the case of linear, ring amd star con-
flguraclons along with the cost-effectiveness of Lhe
system.

.

iv, RLllahill:yIAvallnhllity Hequei tements fcr Redot Pro=
CeysOrsy urd Cust-Ef tuetivenena:

Definltion: Reliablllty of o robot processor is
defincd{3f, as the probability that the procesger will
operate salisfactorily for a plven task within the spe=
cifted period of tloe uwnder plven operating conditiuns.
In mddiclon, we asgseciate NEBF (Hean Tiwe Betweeno
Falures) as tiw measure 9f relfablity.

CDefinitleons  Avallabilicy of a processor lu duflnud[]!,
1s the ratlo of the tige that the processor system §s
usable {aptime) to Lthe total amount wi time that Lt 1s or
may be nceded.  (The total amount of Llme 18 Lhe sum of

time and the down tlswe for walntenance and

repalr).  Since uptime can b wsually the HEBF ol the
dmml:lml. ls u.au.ll'ly the HTTR{Mcan Tiine To Hepale) which

is a measure of matntalnabllcy, we can give the
expression,
procussur wvallobllity
N upt Lo - HINF
( upt bme + downt Lue ( HTHF+HT1N) (n

Reliablity analysi For convendunee at Lhly pulat we
assuie that the cownenication links and progessers are
independent snd identically distributed clements (£.1.d),
Let pp be the processor relinbility amd p,obe the com=
munication link reliabilicy, and Uy be the reltabllity of
the robot network system. Glven the netsurk system
rellabiley, we wish te calculate the rellabllity of the
processor for cach type of robob network. Following the
nethod used for the linear, ring, and star nelwsrks, we
can conpute reselts for the resalning networks,

1. Lingar letwork:
Consider a gencral o=-npode lincar netwark, Fip,
la): where s Pyeeep fuprescat the robut  prucessoers

at the nodes ]---u reap;uthle and % Loaresd | repre-
sent the communication links between {hL nQdLJ in the
network., Now, the rellabilley expressilen can be written
as, [here P(. ) = reliability probability

bs = l(I;)I"lp2"2p3'".pn-ll"ll-lpn) (2)
Shnee pypesrpg and Lyeeed o are lolode elements, then
Py PO PCLDR2IP(L2) PR3] o Py 1P Ry ) D)
A5 we are ossundng ddentically distribuated elements,

P(pl) - I'(p.!) =~ 4se m p(',") - "|-

BOE)) @ P(2y) = soe m KL 1) @ p,

lie have i

s non-l 3

l'g = Pp L 11}
How, plven the aetwork systos tellabllivy (P ) ami Lhe
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compubcation liak rellabilicy (Pg) we can evaluate the
reliabllity of the processor from (3) au:

1/n
(%)

In most of the real=11fe siguwations, the terms MTBF and
avallabillvy are more significant for the pracessor rolot
networks. L the processor and communication Llnks hawvu
constant failure rates hy and Ag vespectively, then (3)

can be written In terms of these fallure rates, Thus,
=hy L =1 “Ag,t .
1 ) n=1 £
A (i T T
i=l {=]
i S 'j [ T A (5)
= expl= ) tjexp|= t
15 P s H
If Ag {4 the system fallure rate, then .
? n=1
R A AR T LR N Y (v}

i=1 isl -

r
Where Ap amd Ay are the vverall follure ratens for the

processors and Lloks respectlively. Thus, the HTWF of the
network systoem can he uxpressed as:
My = o el s J (7
. A Apfhp n n=
Ay, + A
121 Mo iIl ot
Slnce the procecsecs and Unaks are assumed as L. Lol
units,
Al"l " '\l'z s J'Pn " AI’
All - l12 e kin-l " A
we have
fy @ ooy (8)
B 2
where, Ap = nk, and X, & (n=1¥Ag. MNote that -the MTHF of
the 'n' proucessor system (without links) is glven by
l
M oa——
|1 nAp .
2o Ring Betwork: Cunsider the rlng network of Flg. 1h),
Sluee Lhe networh i 1lke the linear one with the first
aind last node ldeatitied (3) s replaced by
aon
PH pl, *y (9)

and the other expredsions are similarly modificd,

3. Star Hevwork : Comilder the Star network of kg,
led, the relaabitity vxpeession for "n® nudal pojuts lu
glven by the probabtlity of the union of *n' suceenslul

eveuts, l.u.

Py = POA +A e sobd, ), where A, Az, <oeA are Ee fo!
guccenslul paths 0 the *n' nodal network.  Let uy just
considur a flve nalal processor robot mnetwork and computy
ity reliabillty. In this case, the reliabtiity
gxpression tor o Dive aodal star network {s plven by tle
peababllity of the anlon of Coue sucesstul oventn &) Lo
a\u. Thas,

A
H

' -‘\.rt-'..li .!!.\‘..J L l'(f\])Hi '.h,.lrl'(ﬁ')ll’(.\‘)



‘Vfﬁ|A2)'V(AIA3)‘P(A1A“)'P(A2A])"P(RJA‘)‘P(Azﬂc3
fP(AlA;A3)+P(A2A3A“)+P(A4A1A3)+P(AAAIA3)
A 4,404, ), (1)
K(péll£1)+P(plp3iz)+P(plpu£3}lP(plpsla)
“Pryp Py 20l Py, £ 8y) =P yp L Py L)
-P(plpu"-21»313)-1’(Ptpﬁ!-Jil,,ié)-l'(plp]izpsl_.‘)
i, 911192‘:"3‘35?""’1{’5 LaPytqiidy)
g 2 1Ryt (hgb 2 i Ey)
-P(pIPZPJPAPSLIEZREIh)' (21}
Then, the ahuvq vapression reduces ti
32 4

35
»% TP TPl

]

1)
p% (

B_oo=  hpSp "6y

Similar caleulatlons can be glven for ull of the rebac
netWork praphs using the technique of [3] with Table |
redulting and ylelding Figs. 344,

To achlave a glven robot network dystem Tellabflicy, we
see that frum Fig, 3, the rellabllity requlirement for

the processor Ib'lndch very high for the case of linear,
and ring coatipuritians, whercas the reliability require-
aent s moderate fur the case of the star configuration,
Stmilarly, Fig, & f{llustrates tie prucessor rteliabl-~
lity requirements (or the remalnlng robot networks, Next
we will consider Lhe cast=effoctivencss of the rubot -
processor fwtworks, -

Cost-Effectiveness: The most lmpurtant sbiectlve in che
design ofarcbot metwark is that Lt be capable of per=
forming its intended functicn at the lavest total cost,
alang with high system eftectiveness |4]. The major con=
cern In this paper s to shew lhew prucessor
rellahllity/avulluhillty am] mafntalnabllity eater cost
estinates. The processar rellabilicy and malntainabkility
citer cost estimates basteally In twoe ways 190 1) by
determining Lhe overall robut-net<ork system rellability
and to acleive o plven system of fectiveness level, 1I1) by
determining che support cost of the rebot necvork eysten,
However, the ovverall economic evaluation of tubot net=-
works requires the copsideration of the following {n cost
analyafs [2], [#]: (1) Operating coscs, (11) Hesearch
and developoent costs (Li1) Lnvestioent codlba,

Apart trum the abuve, the overall cosc-benellt ana=
Iysis should also be coaposed of industrial dutamated
manufacturing requircoents, metyseh constraluts,and cuut=
buenet {t [lU].

in orden te abrain the cost-cffactiveness of robot
networks, the moit econumie method should bue chasen, and
the pregent worth should be qumputed [E!. for vach pro=
cussing metiud fur the following paramiters, which deter=-
aine the 'preseat woreht and 'rate of return?t, -

L = time fntervals 0, ¢+, n

Ai = wost inpet of the lnvestment

ul “ fost benufl output from the {nvestnent

"i-dl “ operating ekcess return

T = rate o) inLerest

1 lii-r'ti

Prusent worth = LCF « ¥ D (13)
(Hacounted Casli Low) =0 (i+y)
Thi: casli beaetflt trum the favestment [11] - nly be
approxieated dae to the fact that coaplet luation

Suld not be avallable for o long putlod o Lime, so an
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{1}

approximatfon is mada to the effect that che (By=A;) term
Ln the DCF equation is replaced by u1[l2 (cash benefit
from iavestment- cost fnput to {nvestment or the net cash
flow return), Further macketlng research is

recomnended [10], to cnable the {adividual costs asy lgned
to the functional definition of the number of eircuit and
device components in wach raobor topology, and in tuen the
optimal functlon production costs and possible cash benc-
flts from the lovedtment can also be determined.  Then,
with these computations completed, the Rate of feturn
{RE) can be found [2] as:

twasure of return

RE = | (discounted cash flow)
or Invested (L4}
operaClng excess , capital

A robot network {s chosen tf the diffuerence in expun=—
ditures between the other alternatives and the glven one
is a maximum (highest internal rate of return =l, and the
present worth of cash flow = 0)[2]),
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Firure 1, Basic Graphs of flobol Irocessor Ketwiris
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