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Abstract—This letter presents a modified robust integral of signum error (RISE) nonlinear control method, for quadrotor trajectory tracking and control. The proposed control algorithm tracks trajectories of varying speeds, uncertainties and disturbance magnitudes. The control law presented achieves asymptotic regulation of the quadrotor states in the presence of parametric uncertainties and disturbances. To achieve the results, first the quadrotor UAV dynamics are derived in a strict form. Then, a robust state feedback control is developed in both the position and attitude loop respectively. A detailed Lyapunov-based stability analysis is provided which proves the proposed control method theoretically guarantees asymptotic regulation of the quadrotor states. To illustrate the performance of the proposed control method, comparative numerical simulation results are provided, which demonstrate an improved performance under varying disturbance and uncertain magnitudes.
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I. INTRODUCTION

Quadrotors have been a topic of extensive research over the past decade with applications in military and civilian domains, such as surveillance and agriculture [1], [2]. Quadrotors are highly nonlinear and strongly coupled, under-actuated dynamic systems. The dynamics of the quadrotor consist of two loops, an outer (position) loop and an inner (attitude) loop. One of the challenging problems is how to effectively control the quadrotor trajectory in three dimensional space.

Initial research in quadrotor control focused on linearizing the nonlinear quadrotor dynamics around an operating point using classical control techniques such as proportional-integral-derivative PID [3], [4], proportional-derivative (PD) [5], and linear quadratic regulators (LQR) [6]. In [3], multiple PID controllers were developed to control the quadrotor system. A pilot augmentation control system was developed in [4], with a double lead compensator for the inner loop controller and a pure proportional controller for the outer loop. A unified LQR control of rotational and translational states under time-varying system dynamics was proposed in [6]. PID control are attractive because of their ease of implementation and are desirable in practical autopilot design. However, the strong coupling and intrinsic nonlinearities inherent in the quadrotor dynamics combined with the cumbersome approach of gain tuning pose several limitations. To overcome these limitations, a variety of nonlinear control strategies have been proposed in the literature over the years. Generally, nonlinear control methods achieve admissible performance under uncertain environmental conditions, thus enabling accurate tracking and aggressive maneuvering. They also increase the stability basin of attraction. Many nonlinear control algorithms have been developed for quadrotors over the years, such as feedback linearization (FL) [7], [8], back stepping [9], [10], optimal control [11], adaptive control [12], [13], sliding mode control (SMC) [14], [15], and robust control [16].

The feedback linearization technique presented in [7] is mathematically convenient and has ease of implementation. But the control technique is sensitive to external disturbances and model uncertainties. In [8], using feedback linearization, a linear control law is designed to achieve a desired formation. In addition, a sliding mode compensator had to be designed to account for possible errors during feedback linearization. Backstepping like subcontrollers are synthesized in [9] for constraint-based quadrotor trajectory tracking. In [11] a linear quadratic integral optimal control is presented, however feedback linearization has been used to deal with the nonlinearity of the quadrotor dynamics. A nonlinear adaptive state feedback controller is proposed in [12] in the presence of forced disturbances, but the basin of attraction is restricted to a set of initial conditions. An adaptive dynamic control structure comprising a kinematic controller and a dynamic compensator for quadrotor trajectory tracking is presented in [13].
With rapidly increasing advancements in control techniques for quadrotors, robust control approaches have gained considerable attention from the control community to address the problem of uncertainties and disturbances. One among these is robust integral of signum error (RISE) control, first proposed in [17], which is continuous and can achieve asymptotic stability in the presence of bounded disturbances and model uncertainties [18]–[21]. However, in order to mitigate the model uncertainties, conservative high feedback gains are required to achieve precision tracking. Reference [18] describes a neural network (NN)-based linear dynamic inversion (LDI) with RISE feedback for the inner loop and a LDI with RISE feedback for the outer loop. An approach using adaptive RISE feedback controllers for both the inner and outer loop is presented in [19]. A method for quadrotor trajectory tracking has been presented in [20], which uses a NN-based PD-SMC method for the outer loop and a RISE method for the inner loop. In [21], an integral model predictive control is presented along with a nonlinear \( H_\infty \) controller for quadrotor trajectory tracking in the presence of aerodynamic disturbances and 30\% structural uncertainties.

The contribution of this letter is a modified RISE-based feedback control strategy for quadrotor trajectory tracking under varying levels of uncertainties and external disturbances. Traditional RISE formulation consists of a signum of error (\( sgn(e) \)) term in the control expression, but this modified RISE control contains signum of rate of error (\( sgn(r) \)). The presence of this new term in the control structure makes it more robust to varying levels of parametric uncertainties, disturbance magnitudes, and the control algorithm can track trajectories of varying speeds. Apart from the aforementioned advantages, the control structure does not require additional gain tuning under varying disturbance magnitudes and uncertainties. The design of the proposed controller is divided into an inner (attitude) loop and an outer (position) loop. The proposed control algorithm could be used in civilian applications like package delivery or in fire fighting drones or even in future commercial transportation applications. Both the inner and outer loop control structure are based on modified RISE. The main contributions of the letter are summarized as:

1) A fundamentally modified RISE control structure for both the outer and inner loop for quadrotor dynamic systems is provided. The biggest advantage of the proposed control structure is that it tracks predefined trajectories at varying speeds and disturbance magnitudes. The algorithms also account for varying levels of uncertainty (0\%–30\%) with little or no gain tuning.

2) Closed-loop stability of the quadrotor dynamic system is shown using Lyapunov stability theory, which provides theoretical guarantees on the closed loop performance and proves that the closed-loop system achieves asymptotic regulation of the quadrotor states in the presence of uncertainties and disturbances.

3) The proposed theoretical contributions are validated through numerical simulations to demonstrate proof of concept numerically.

The rest of this letter is organized as follows: Section II describes the nonlinear 6-DOF dynamic model of the quadrotor. The design procedure for the modified RISE-based trajectory tracking controller is given in Section III, with the outer loop in Section III-A and the inner loop in Section III-B, respectively. In Section IV, the closed-loop stability analysis is presented. Numerical simulations demonstrate the effectiveness of the proposed method are provided in Section V followed by conclusions in Section VI.

II. Dynamic Model

The nonlinear dynamics of a quadrotor is well known in the literature [22], [23]. Neglecting the effects of rotor dynamics, gyroscope, and blade flapping on the complete system dynamics, the explicit form of the dynamics with position and orientation can be written as [23]

\[
\begin{align*}
\ddot{\mathbf{X}} &= -K_1 \dot{\mathbf{X}} - \mathbf{G} + G_1 U_1 + d_\Delta(t) \\
J \ddot{\mathbf{\hat{r}}} &= -K_2 \dot{\mathbf{\hat{r}}} + G_2 U_2 + d_\Gamma(t)
\end{align*}
\]

where \( m \in \mathbb{R}^+ \) is the mass of the quadrotor, \( \Lambda = [x, y, z]^T \) and \( \Gamma = [\phi, \theta, \psi]^T \) denote the position and Euler angles defined in the inertial frame and body frame, respectively. The control input \( U_1 \in \mathbb{R} \) denotes the applied thrust, and \( U_2 = [u_\phi, u_\theta, u_\psi]^T \) denotes the torque along \( x, y, z \) axis, respectively. \( \mathbf{G} = [0, 0, mg]^T \), where \( g = 9.81 \text{ ms}^{-2} \) is the gravitational acceleration, \( J = \text{diag}(J_1, J_2, J_3) \in \mathbb{R}^{3 \times 3} \) is a positive definite diagonal moment of inertia matrix. \( K_1 = \text{diag}(k_1, k_2, k_3) \in \mathbb{R}^{3 \times 3} \) and \( K_2 = \text{diag}(k_4, k_5, k_6) \in \mathbb{R}^{3 \times 3} \) are the damping matrices. \( G_1 = [c(\psi)s(\theta)c(\phi) + s(\psi)s(\phi), s(\psi)c(\phi) - c(\psi)s(\phi), c(\theta)c(\phi)]^T \in \mathbb{R}^{3 \times 1} \) is the position subsystem related to direction with \( c(\cdot), s(\cdot) \) denoting \( \cos(\cdot) \) and \( \sin(\cdot) \). \( G_2 = \text{diag}(l, l, l) \in \mathbb{R}^{3 \times 3} \) with \( l \) the distance from each rotor to the center of the mass of the quadrotor and \( c \) a constant force to moment ratio. \( d_\Delta(t), d_\Gamma(t) \) are the external disturbances, bounded unmodeled dynamics in the rotational dynamics.

In the subsequent control design section, the original dynamics are transformed into the following notation for the sake of simplicity,

\[
\begin{align*}
\dot{X}_1 &= X_2 \\
\dot{X}_2 &= f_1(X_2) + u_1 + d_2(t) \\
\dot{X}_3 &= X_4 \\
\dot{X}_4 &= f_2(X_4) + g_4 u_2 + d_4(t)
\end{align*}
\]

where \( X_1 = \Lambda, X_2 = \dot{\Lambda}, X_3 = \Gamma \) and \( X_4 = \dot{\Gamma} \).

\[
\begin{align*}
f_1(X_2) &= -\frac{K_1}{m} \dot{\mathbf{X}} \\
f_2(X_4) &= -J^{-1} K_2 \dot{\mathbf{\hat{r}}} \\
g_4 &= J^{-1} G_2 \\
d_2(t) &= \frac{d_\Delta(t) - K_1 \dot{\mathbf{X}}}{m} \\
d_4(t) &= J^{-1} [K_2 \dot{\mathbf{\hat{r}}} + d_\Gamma(t)]
\end{align*}
\]

where \( \dot{\cdot} \) denotes the nominal values and \( \cdot \) denotes the uncertainty associated with respective parameters. \( d_2 \) and \( d_4 \) are the disturbances in the position and attitude loops.
III. CONTROL DEVELOPMENT

A. Outer Loop

The control objective is, to regulate the system to track a given sufficiently smooth, time varying reference trajectory despite the presence of structured and unstructured uncertainties in the dynamic model. Thus, the control objective can be mathematically stated as
\[ \|e(t)\| \rightarrow 0 \]  
(9)
where \( \|\cdot\| \) in (9) denotes standard Euclidean norm. To quantify the control objective and to facilitate the subsequent stability analysis, the tracking error \( e_1(t) \) and auxiliary tracking errors \( e_2(t), r_1(t) \) for the position loop are defined as
\[ e_1 = X_1 - X_{1d} \in \mathbb{R}^3 \]  
(10)
\[ e_2 = \dot{e}_1 + \alpha_1 e_1 \in \mathbb{R}^3; \quad r_1 = \dot{r}_2 + \alpha_2 e_2 \in \mathbb{R}^3, \]  
(11)
where \( \alpha_1, \alpha_2 \in \mathbb{R} \) denote positive control gains. Taking the derivative of (11) and using the definition in (3) and (4), the open loop error dynamics can be expressed as
\[ \dot{r}_1 = \tilde{f}_1(X_2) + \dot{u}_1(t) + \tilde{\Delta}_1 u_1(t) + \tilde{d}_2(t) - \tilde{X}_{1d} + \alpha_1 \dot{e}_1 + \alpha_2 \dot{e}_2. \]  
(12)
The error dynamics in (12) can be expressed as
\[ \dot{r}_1 = \tilde{N}_1(t) + N_{1d} + \dot{u}_1(t) + \tilde{\Delta}_1 u_1(t) - e_2, \]  
(13)
where the unknown auxiliary functions, \( \tilde{N}_1(t), N_{1d}(t) \in \mathbb{R}^3 \) are defined as
\[ \tilde{N}_1(t) = \tilde{f}_1(X_2) + +\alpha_1 \dot{e}_1 + \alpha_2 \dot{e}_2 + e_2; \quad N_{1d} = \tilde{d}_2(t) - \tilde{X}_{1d}. \]  
(14)

**Assumption 1:** The disturbances are slowly (sufficiently) time-varying and approximate model knowledge is available such that \( \tilde{\Delta}_1(t) \) satisfies
\[ \|\tilde{\Delta}_1(t)\|_{\infty} < \epsilon_1 < 1, \]  
(15)
where \( \epsilon_1 \in \mathbb{R}^+ \) is a known bounding constant, and \( \|\cdot\|_{\infty} \) denotes the induced infinity norm.

1) Closed-Loop Error System: Based on the open-loop error system dynamics in (12), the control term \( u_1(t) \) is designed as:
\[ \dot{u}_1(t) = -k_{u1}\|u_1(t)\| \text{sgn}(r_1) - (k_{s1} + 1)r_1 - \beta_1 \text{sgn}(r_1), \]  
(16)
where \( k_{u1}, k_{s1}, \beta_1 \in \mathbb{R} \) are positive, control gains. After substituting (16) into (13), the closed-loop error dynamics is obtained as
\[ \dot{r}_1 = \tilde{N}_1 + N_{1d} - k_{u1}\|u_1(t)\| \text{sgn}(r_1) - (k_{s1} + 1)r_1 - \beta_1 \text{sgn}(r_1) + \tilde{\Delta}_1 u_1(t) - e_2. \]  
(17)

B. Inner Loop

The tracking error in the orientation loop is defined as
\[ e_3 = X_3 - X_{3d}, \]  
(18)
where \( X_{3d} = [\phi_d, \theta_d, \psi_d]^T \in \mathbb{R}^3 \). The desired attitude \( \psi_d \) is a user defined signal and the remaining two desired orientation signals \( \phi_d, \theta_d \) are defined using the following equations [24]:
\[ \phi_d = \sin^{-1}\left[ \frac{m}{U_1} (u_3 \sin(\psi_d) - u_2 \cos(\psi_d)) \right], \]  
(19)
\[ \theta_d = \tan^{-1}\left[ \frac{1}{(u_3 + g)} (u_1 \cos(\psi_d) + u_2 \sin(\psi_d)) \right], \]  
(20)
where \( U_1 \) is the thrust force, which is defined as
\[ U_1 = m\sqrt{u_1^2 + u_2^2 + (u_3 + g)^2}. \]  
(21)
The auxiliary tracking errors \( e_4(t) \) and \( r_2(t) \) are defined as
\[ e_4 = \dot{e}_3 + \alpha_3 e_3 \in \mathbb{R}^3; \quad r_2 = \dot{r}_4 + \alpha_4 e_4 \in \mathbb{R}^3, \]  
(22)
where \( \alpha_3, \alpha_4 \in \mathbb{R} \) denote positive control gains. Taking the derivative of (22) and using the definition in (5) and (6), the open loop error dynamics of the orientation loop can be expressed as
\[ \dot{r}_2 = \tilde{f}_2(X_4) + \dot{u}_2(t) + \tilde{\Delta}_2 u_2(t) + \tilde{d}_4(t) - \tilde{X}_{3d} + \alpha_3 \dot{e}_3 + \alpha_4 \dot{e}_4. \]  
(23)
The error dynamics in (23) can be expressed as
\[ \dot{r}_2 = \tilde{N}_2(t) + N_{2d} + \dot{u}_2(t) + \tilde{\Delta}_2 u_2(t) - e_4. \]  
(24)

**Assumption 2:** The disturbances are slowly time-varying and approximate model knowledge is available such that the uncertain \( \tilde{\Delta}_2(t) \) satisfies
\[ \|\tilde{\Delta}_2(t)\|_{\infty} < \epsilon_2 < 1, \]  
(25)
where \( \epsilon_2 \in \mathbb{R}^+ \) is a known bounding constant, and \( \|\cdot\|_{\infty} \) denotes the induced infinity norm.

The unknown auxiliary functions, \( \tilde{N}_2(t), N_{2d}(t) \in \mathbb{R}^3 \) are defined as:
\[ \tilde{N}_2(t) = \tilde{f}_2(X_4) + \alpha_3 \dot{e}_3 + \alpha_4 \dot{e}_4 + e_4; \quad N_{2d} = \tilde{d}_4(t) - \tilde{X}_{3d}. \]  
(26)

The motivation for the separation of terms in (14) and (26) are based on the fact that the following inequalities can be developed
\[ \|N_1\| \leq \rho_1(\|z_1\|), \quad \|N_{1d}\| \leq \zeta_{N_{1d}}, \quad \|\tilde{N}_{1d}\| \leq \tilde{\zeta}_{N_{1d}}, \]  
(27)
\[ \|N_2\| \leq \rho_2(\|z_2\|), \quad \|N_{2d}\| \leq \zeta_{N_{2d}}, \quad \|\tilde{N}_{2d}\| \leq \tilde{\zeta}_{N_{2d}}, \]  
(28)
where \( \zeta_{N_{1d}}, \tilde{\zeta}_{N_{1d}}, \zeta_{N_{2d}} \) and \( \tilde{\zeta}_{N_{2d}} \in \mathbb{R}^+ \) are known bounding constants; \( \rho_1(\cdot), \rho_2(\cdot) \) are positive, globally invertible, non-decreasing function; \( z_1(t), z_2(t) \in \mathbb{R}^3 \) respectively are defined as
\[ z_1(t) \triangleq \begin{bmatrix} e_1^T(t) \ e_2^T(t) \ r_1^T(t) \end{bmatrix}^T, \]  
(29)
\[ z_2(t) \triangleq \begin{bmatrix} e_3^T(t) \ e_4^T(t) \ r_2^T(t) \end{bmatrix}^T. \]  
(30)

**Assumption 3:** The desired trajectory \( X_{1d}(t) \) is sufficiently smooth and is bounded in the sense that \( X_{1d}(t) \in \mathcal{L}_\infty \forall t \geq 0. \)
1) Closed-Loop Error System: Based on the open-loop error system dynamics in (23), the control term $u_2(t)$ is designed as:

$$u_2(t) = -k_d(\|u_2(t)\|sgn(r_2) - (k_d + 1)r_2 - \beta_2 sgn(r_2),$$

where $k_d, k_2, \beta_2 \in \mathbb{R}$ are positive, control gains.

After substituting (31) into (24), the closed-loop error dynamics is obtained as

$$\dot{e}_1 = \tilde{N}_2 + N_2 - k_d(\|u_2(t)\|sgn(r_2) - (k_d + 1)r_2 - \beta_2 sgn(r_2),$$

$$\dot{e}_2 = L_2 e_1 + e_1 - k_2 e_2 - k_1 \text{sgn}(e_2) - e_4.$$  

Condition 1 (Gain): The control gains defined in (16) and (31) are selected according to the condition

- $k_1 > \frac{\rho^2(\|z_1\|)}{4\min\{(\alpha_1 - \frac{1}{2}), (\alpha_2 - \frac{1}{2}), 1\}}$, 
- $k_2 > \frac{\rho^2(\|z_2\|)}{4\min\{(\alpha_3 - \frac{1}{2}), (\alpha_4 - \frac{1}{2}), 1\}}$, 
- $k_1 \geq \epsilon_1$, $\beta_1 \geq \xi_{N_{1d}}$, $k_2 \geq \epsilon_2$, $\beta_2 \geq \xi_{N_{2d}}$.  

IV. STABILITY ANALYSIS

Theorem 1: For a given sufficiently smooth trajectory command $x_0$ and $y_0$, the quadrator dynamics defined in (3-6), along with the control law defined in (16) and (31) ensures that all the system signals remain bounded throughout the closed-loop operation and the tracking error is asymptotically regulated in the sense that

$$\|e(t)\| \rightarrow 0 \text{ for } t \geq t_n < \infty,$$

where $t_n \in \mathbb{L}_\infty$ and provided the control gains selected in (16) and (31) are selected according to condition 1.

Remark 1 (Stability Analysis of Nonsmooth Systems): The following Lyapunov-based stability analysis does not include a rigorous treatment to address the discontinuous right hand side of the closed-loop error system in (17) and (32) (i.e., using Filippov solutions [25]). Note that this does not invalidate the current result, since the letter in [26] provides detailed Filippov solutions in a Lyapunov-based framework for a closed-loop system in a form similar to that in (17) and (32).

Proof: Let $\mathcal{V}(z, t) : \mathbb{R}^{6n} \times [0, \infty) \rightarrow \mathbb{R}$ be a non-negative function defined as

$$\mathcal{V} = \frac{1}{2} e^T e_1 + \frac{1}{2} e^T e_2 + \frac{1}{2} e^T e_3 + \frac{1}{2} e^T e_4 + \frac{1}{2} r^T r_1 + \frac{1}{2} r^T r_2,$$

where $z(t) \in \mathbb{R}^{6n}$ is defined as

$$z(t) \triangleq [z_1^T(t) \ z_2^T(t)]^T.$$  

After taking the time derivative of (37) and using (11), (17), (22), (32) along with the bounding inequalities in (27) and (28), the expression in (37) can be upper bounded as

$$\dot{\mathcal{V}} \leq e^T_1 e_2 + e^T_2 e_4 - \alpha_1 \|e_1\|^2 - \alpha_2 \|e_2\|^2 - \alpha_3 \|e_3\|^2$$

$$- \alpha_4 \|e_4\|^2 + \|r_1 \|\|\rho(\|z_1\|)\|z_1\| + \|r_1 \|\xi_{N_{1d}}\|$$

$$- \|r_1 \|\|k_{1d}\|\|u_1\| - (k_d + 1)\|r_1\|^2 - \beta_1 \|r_1\| + e_1 \|r_1\| \|u_1\|$$

$$+ \|r_2 \|\|\rho(\|z_2\|)\|z_2\| + \|r_2 \|\xi_{N_{2d}} - \|z_2\| \|u_2\|$$

$$- (k_d + 2)\|r_2\|^2 - \beta_2 \|r_2\| \|e_2\| \|r_2\| \|u_2\|.$$  

But $e^T_1 e_2$ and $e^T_2 e_4$ can be upper bounded as

$$e^T_1 e_2 \leq \frac{1}{2} \|e_1\|^2 + \frac{1}{2} \|e_2\|^2; \quad e^T_2 e_4 \leq \frac{1}{2} \|e_3\|^2 + \frac{1}{2} \|e_4\|^2.$$  

By using (40), and the gains $k_{1d}, k_d, \beta_1$ and $\beta_2$ satisfy the gain condition in (35), the upper bound in (39) can be further simplified as

$$\dot{\mathcal{V}}(z, t) \leq \left(\min\{(\alpha_1 - \frac{1}{2}), (\alpha_2 - \frac{1}{2}), 1\}\right) \|e_1\|^2$$

$$- \left(\min\{(\alpha_3 - \frac{1}{2}), (\alpha_4 - \frac{1}{2}), 1\}\right) \|e_4\|^2 - \|r_1\|^2 - \|r_2\|^2.$$  

where $\min\{(\alpha_1 - \frac{1}{2}), (\alpha_2 - \frac{1}{2}), 1\}$ and $\min\{(\alpha_3 - \frac{1}{2}), (\alpha_4 - \frac{1}{2}), 1\}$. Provided the gain condition in (33) and (34) are satisfied, (37) and (42) can be used to show that $\mathcal{V}(t) \in \mathbb{L}_\infty$; hence, $e_1(t), e_2(t), e_3(t), e_4(t), r_1(t), r_2(t) \in \mathbb{L}_\infty$. Given that $e_1(t), e_2(t), e_3(t), e_4(t), r_1(t), r_2(t) \in \mathbb{L}_\infty$, a standard linear analysis technique can be used along with (11) and (22) to show that $e_1(t), e_2(t), e_3(t), e_4(t) \in \mathbb{L}_\infty$. Since $e_1(t), e_2(t), e_3(t), e_4(t), r_1(t), r_2(t) \in \mathbb{L}_\infty$, (10) and (18) can be used along with the assumption that $x_d(t), \dot{x}_d(t) \in \mathbb{L}_\infty$ to prove that $x(t), \dot{x}(t) \in \mathbb{L}_\infty$. Given that $x(t), \dot{x}(t) \in \mathbb{L}_\infty$, (3-6) can be used along with the Assumption 1 to prove that the control input $u_1(t), u_2(t) \in \mathbb{L}_\infty$. Since $r_1(t), r_2(t) \in \mathbb{L}_\infty$, Assumption 1 can be used along with (16) and (31) to prove that $u_1(t)$ and $u_2(t) \in \mathbb{L}_\infty$.

The definition of $\mathcal{V}(z, t)$ in (37) can be used along with the inequality (42) to show that $\dot{\mathcal{V}}(z, t)$ can be upper-bounded as

$$\dot{\mathcal{V}}(z, t) \leq -c \mathcal{V}(z, t),$$

providing the sufficient condition in (33) and (34) are satisfied. The differential inequality in (43) can be expressed as

$$\mathcal{V}(z, t) \leq \mathcal{V}(z(0)) e^{-ct}.$$  

Hence, (37),(38) and (43) can be used to conclude that

$$\|e(t)\| \leq \|z(0)\| e^{-\frac{c}{2}t} \quad \forall \ t \in [0, \infty).$$

V. SIMULATION RESULTS

A numerical simulation was created to test the performance of the proposed control structure. The simulation demonstrates the performance efficiency of the modified RISE-based (MRISE) control law in the outer loop (16) and inner loop (31) that compensates for parametric uncertainties and disturbances. The control law also tracks predefined 3D trajectories of varying speeds. The modified RISE-based control law achieves desired tracking performance in the presence of uncertainties and disturbances. In the numerical implementation of the control law presented here, the discontinuous
signum function is replaced with the continuously differentiable tanh() function. This is a standard approximation, which relates to the well-accepted definition of an equivalent value operator of a discontinuous function [27]. The use of tanh(·), detracts in no way from the validity of the stability analysis presented in the letter.

The physical parameters of the quadrotor are given in Tab. I and the initial conditions for the quadrotor are set to zero. The considered parametric uncertainties and external disturbances acting on the dynamics of the quadrotor are given as:

\[
m_{\Delta} = unc \ast m, \quad J_{\Delta} = unc \ast J, \quad \Delta I = unc \ast I, \quad \Delta c = unc \ast c,
\]

\[
k_{1\Delta} = unc \ast K_1, \quad k_{2\Delta} = unc \ast K_2 \]

\[
\begin{bmatrix}
d_{\Delta} \\
T_{\Delta}
\end{bmatrix} = i \ast \begin{bmatrix} s(t), c(t), s(t)c(t) \end{bmatrix}^T,
\]

\[
\begin{bmatrix}
T_{\Gamma}
\end{bmatrix} = i \ast \begin{bmatrix} s(0.5t), c(0.5t), s(0.5t)c(0.5t) \end{bmatrix}^T,
\]

where \( s(·), \cos(·) \) denotes \( \sin(·) \) and \( \cos(·) \) functions respectively. \( unc \) is the uncertainty associated with respective variables. The \( unc \) is varied from 0% to 30%. \( d_{\Delta} \) and \( T_{\Delta} \) are the disturbance magnitudes in the position and orientation loop axis respectively, where the disturbance magnitude \( \Gamma \) takes the values ranging between 1, ..., 10. The disturbance is introduced at \( t = 25\text{sec} \) during the simulation. The choice of control gains presented in this letter provide closed-loop convergence up to an uncertainty of 30% and disturbance magnitude ranging between 1 and 10.

The control gains associated with the outer loop in (16) are given as \( k_{1i} = 0.01, k_{2i} = 2, \beta_1 = 0.5, \alpha_1 = 5, \alpha_2 = 2.5; \) and those of the inner loop in (31) are given as \( k_{2i} = 0.01, k_{2i} = 5, \beta_2 = 2, \alpha_3 = 10, \alpha_4 = 9, \) respectively. The desired trajectory is defined as

\[
\begin{bmatrix}
x_{\text{des}}, y_{\text{des}}, z_{\text{des}}, \psi_{\text{des}}
\end{bmatrix}^T = \begin{bmatrix} 4\sin(t), 4\cos(t), t, \sin(t) \end{bmatrix}^T. \tag{46}
\]

The simulations are performed in MATLAB R2019b, on an AMD Ryzen 9 3900x processor with 32 Gigabytes of RAM. The simulation results are summarized in Fig. 1–4. The results show a comparison between traditional RISE-based control formulation in [24] and modified RISE-formulation presented in this letter. The comparison is for a specific case, with \( unc = 20\% \) and the disturbance magnitude \( \Gamma = 10 \).

Fig. 1 shows the positional state \( x, y, z \) (red) of the quadrotor tracking using the control structure presented in this letter, is compared with the quadrotor trajectory (blue) using RISE-based control in [24] with the desired (black) trajectory defined in (46). The right side of the Fig. 1 shows the corresponding errors associated with each state \( x, y, z \). When the disturbance is introduced at \( t = 25\text{sec} \), the proposed control structure reacted more robustly there by reducing the error between the current and desired states. Fig. 2 shows the tracking of the desired orientation (black) and the quadrotor orientation using the proposed control method (red), along with the control method in [24] (blue). The right side of the Fig. 2 shows the corresponding error in the orientation \( (\phi, \theta, \psi) \) respectively.

Fig. 3 shows the time evolution of the control magnitudes during closed-loop operation. The magnitude of these control signals closely resemble the experimental results presented in [28] for trajectory tracking. Fig. 4 shows the bar graph of the mean RMS error in the states \( (X_1, X_2, X_3, X_4) \) over varying uncertainty levels. Additional figures and a detailed proof of Theorem 1 are provided in the accompanying document with this letter. The results in Figs. 4 clearly demonstrate the improvement in the closed-loop performance that is achieved by the proposed modified RISE-based control formulation that compensates under varying levels of uncertainty as well as disturbance magnitudes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>Mass of the Quadrotor</td>
<td>2 kg</td>
</tr>
<tr>
<td>( g )</td>
<td>Acceleration due to Gravity</td>
<td>9.81 m/s(^2)</td>
</tr>
<tr>
<td>( l )</td>
<td>Distance from rotor to center of mass</td>
<td>0.4 m</td>
</tr>
<tr>
<td>( c )</td>
<td>Force-to-moment factor</td>
<td>0.05</td>
</tr>
<tr>
<td>( \mathbf{I} )</td>
<td>Moment of Inertia Matrix</td>
<td>diag(0.16, 0.16, 0.32) kgm(^2)</td>
</tr>
<tr>
<td>( K_1, K_2 )</td>
<td>Damping Matrices</td>
<td>diag(0.01, 0.01, 0.01) Nms(^{-1}), diag(0.012, 0.012, 0.012) Nms(^{-1})</td>
</tr>
</tbody>
</table>

**Fig. 1.** [Left] Time evolution of the position of the quadrotor, [right] Error between the desired and current state.

**Fig. 2.** [Left] Time evolution of the orientation of the quadrotor, [right] Error between the desired and current state.

**Fig. 3.** Time Evolution of the control magnitudes during the closed loop operation.

**Fig. 4.** The bar graph of the mean RMS error in the states \( (X_1, X_2, X_3, X_4) \) over varying uncertainty levels.
VI. CONCLUSION

In this letter, a modified RISE state feedback controller is proposed which achieves asymptotic trajectory tracking of a quadrotor under parametric uncertainties and external disturbances. The modified RISE control is developed for both the position and the orientation loop. The advantages of the proposed control method is that it does not involve tedious gain tuning and the control algorithm tracks trajectories of varying speeds, uncertainties and disturbance magnitudes. A detailed theoretical Lyapunov-based stability analysis has been provided, which proves asymptotic regulation of both the outer and inner loops simultaneously. The effectiveness and advantages of the proposed control method are confirmed by numerical simulations, which paves a path to implement these control algorithms in a real world scenario. Future work will focus on including the effects of drag and other aerodynamic effects on the closed-loop performance and evaluating the proposed method through real-time experiments on a quadrotor UAV.
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