
IEEE Communications Magazine • April 2015126 0163-6804/15/$25.00 © 2015 IEEE

Omur Ozel and Sennur
Ulukus are with the 
University of Maryland.

Kaya Tutuncuoglu and
Aylin Yener are with 
The Pennsylvania State
University.

This work was supported
by NSF Grants CNS 09-
64632 / CNS 09-64364,
and CCF 14-22111 / CCF
14-22347.

INTRODUCTION

Energy harvesting devices offer several signifi-
cant advantages over conventional grid-powered
and non-rechargeable battery-powered devices [2].
These advantages include energy self-sufficient,
energy self-sustaining operation with lifetimes
limited only by the lifetimes of their hardware.
These devices utilize energy harvested from
alternative natural resources such as solar, vibra-
tional, electromagnetic, thermoelectric, etc. As
such, their widespread adoption will reduce the
use of conventional energy and the accompany-
ing carbon footprint, and benefit the environ-
ment. In addition, these devices do not require
conventional recharging, enabling untethered
mobility, and deployment of these devices in
hard-to-reach places such as remote rural areas,
within structures, and within the human body.

The circuits and devices side of engineering
has been contributing to the development of
energy harvesting devices for decades. However,
on the communications, networking, and systems
side of engineering, the focus has been on ener-
gy-conscious communication system design, in
the form of optimum average-power constrained
communications, and energy-efficient network-
ing. Such approaches have aimed to minimize
total energy usage for a fixed performance, or
maximize the performance for a fixed total ener-
gy availability. Only recently, communications
subject to explicit energy harvesting conditions
has garnered attention. In such systems, energy
needed for data transmission becomes available
(arrives at the transmitter) intermittently and in
random amounts, due to the randomness in
energy harvesting processes and sources. Then
the goal becomes not only to minimize the over-
all energy consumption, but to maintain reliable
communication under random and intermittent
energy arrivals. Energy is an essential compo-
nent of communication: in order to create a
desired physical change at the receiving end of a
channel, the transmitter needs to use (send)
energy. In an energy harvesting system, there is
uncertainty in this very basic component of com-
munication, and the communication mechanisms
need to be designed by explicitly accounting for
these energy harvesting constraints.

Such explicit energy harvesting constraints
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remote rural areas, within structures, and within
the human body. 

Energy harvesting brings new dimensions to
the wireless communication problem in the form
of intermittency and randomness of available
energy, which necessitates a fresh look at wire-
less communication protocols at the physical,
medium access, and networking layers. Schedul-
ing and optimization aspects of energy harvest-
ing communications in the medium access and
networking layers have been relatively well-
understood and surveyed in the recent paper [1].
This branch of literature takes a physical layer
rate-power relationship that is valid in energy
harvesting conditions under large-enough batter-
ies and long-enough durations between energy
harvests so that information-theoretic asymp-
totes are achieved, and optimizes the transmit
power over time in order to maximize the
throughput. 

Another branch of recent literature aims to
understand the fundamental capacity limits, i.e.
information-theoretic capacities, of energy har-
vesting links under smaller scale dynamics, con-
sidering energy harvests at the channel use level.
This branch necessitates a deeper look at the
coding and transmission schemes in the physical
layer, and ultimately aims to develop an infor-
mation theory of energy harvesting communica-
tions, akin to Shannon’s development of an
information theory for average power con-
strained communications. 

In this introductory article, we survey recent
results in this branch and point to open prob-
lems that could be of interest to a broad set of
researchers in the fields of communication theo-
ry, information theory, signal processing, and
networking. In particular, we review capacities of
energy harvesting links with infinite-sized, finite-
sized, and no batteries at the transmitter.

ENERGY HARVESTING COMMUNICATIONS

Omur Ozel, Kaya Tutuncuoglu, Sennur Ulukus, and Aylin Yener

Fundamental Limits of Energy
Harvesting Communications

ULUKUS_LAYOUT_Author Layout  3/31/15  2:44 PM  Page 126



IEEE Communications Magazine • April 2015 127

have been introduced in the context of data
scheduling and transmit power optimization in
[3–6]; see also [1] for a review of recent results
in this branch of literature. This branch of litera-
ture utilizes a concave rate-power relationship,
such as the logarithmic Shannon capacity formu-
la for the Gaussian channel, and optimizes the
transmit power over time, subject to energy har-
vesting constraints, to maximize the throughput.
Such an approach is valid under large-enough
battery sizes and long-enough durations between
energy harvests, which are valid abstractions in
the medium access and networking layers. Such
approaches are also valid approximations in the
physical layer when the communication modula-
tion and coding scheme is fixed to a potentially
sub-optimum scheme. A departure from this
approach and an important research direction is
to determine the ultimate information-carrying
capacity of an energy harvesting link under
intermittent and random energy arrivals. While
the capacity of an average power-constrained
Gaussian channel is well known, what is the
capacity of an energy harvesting link that har-
vests energy in the amount of Ei in channel use i
with an average recharge rate of E[Ei]?

This question necessitates a deeper look at
the explicit coding and transmission schemes in
the physical layer. It also necessitates considera-
tion of explicit interactions between energy
arrivals, energy storage in the battery, and ener-
gy used by the codebook, for data transmission.
In particular, the battery can be viewed as an
energy queue where the incoming energy is
saved for future use. The codebook, which trans-
mits data, can be viewed as a server that serves
energy out of this energy queue. On the other
hand, energy arrives over time and the amount
of available energy in the energy queue dictates
the set of feasible codebooks. This introduces
interactions between quantities that have been
traditionally thought of separately, i.e. energy
(which is physical) and data (which is cyber)
interact explicitly at every time instant, as
opposed to in some average sense as in the clas-
sical literature.

In an energy harvesting system, every trans-
mitted symbol is instantaneously constrained by
the energy available in the battery. This con-
straint, which is imposed at every channel use, is
different than classical average-power and con-
stant-amplitude constraints, and as such, results
in a new form of channel input constraint. From
an information-theoretic point of view, the
amount of energy available in the battery may be
viewed as a state, which is naturally causally
known by the transmitter, but unknown by the
receiver. Even when energy arrivals are indepen-
dent and identically distributed (i.i.d.), code sym-
bols cannot be generated independently due to
the presence of a finite-sized battery and highly
time-correlated nature of the battery state. In
addition, the transmitter’s own actions (past
transmitted symbols) affect the future of the
state. The goal of this article is to review this
branch of literature at an introductory level and
present open problems. In particular, we will see
that the capacity of an energy harvesting link
heavily depends on the size of the battery. We
will review results for the cases of infinite-sized

batteries, zero-sized batteries, and finite-sized
batteries. We start with a brief summary of the
results and developed insights in the scheduling
and optimization side of the literature.

DATA SCHEDULING AND
OPTIMIZATION IN ENERGY

HARVESTING COMMUNICATIONS

Data scheduling in energy harvesting communi-
cations is studied under two main categories:
offline scheduling and online scheduling. Offline
refers to the availability of knowledge of events,
such as energy arrivals and channel fade level
changes, prior to the start of data scheduling;
online refers to the availability of this knowledge
only causally over time, but not a priori. In this
section we summarize offline scheduling; a more
thorough review may be found in [1].

A key assumption in data scheduling litera-
ture [3–6] is that a rate-power relation, r(p),
determines the rate achieved when the transmis-
sion power is chosen as p; a typical example of
r(p) is the Shannon capacity formula for the
Gaussian channel. Note that the Shannon capac-
ity formula is a monotonically increasing concave
function of p, and the development in this litera-
ture is valid for all monotonically increasing con-
cave rate-power relationships. Energy arrives
from an exogenous energy source over time and
is saved in the battery before being utilized for
data transmission. Since energy cannot be uti-
lized before it arrives (is harvested), the trans-
mission power has to obey the energy causality
constraint [3], which states that the energy uti-
lized until a time instant must be less than or
equal to the energy harvested by that time
instant. In addition, since the battery has a
finite-size Emax, energy may overflow if the bat-
tery does not have a sufficiently large space to
accommodate it. Under offline knowledge of
energy arrivals, the transmitter has to determine
the transmit powers so that all incoming energies
are accommodated in the battery, i.e. no energy
is wasted; this constraint is called the no-energy-
overflow constraint [4, 5].

The work in [3] and [4] determined the opti-
mal transmission schemes for an energy harvest-

Figure 1. Optimal transmission policy is the tightest curve (or shortest string)
in the energy feasibility tunnel.
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ing transmitter in a non-fading channel with infi-
nite and finite batteries, respectively. The solu-
tion has a shortest string (or tightest curve)
structure through an energy feasibility tunnel, as
shown in Fig. 1, because the length of a curve is
a convex function of its slope. The minimization
of this convex function may be viewed as maxi-
mization of its negative, and the solution of the
throughput maximization problem is invariant to
the form of the objective function, so long as it
is concave and monotone increasing. The upper
curve that determines the energy feasibility tun-
nel represents the cumulative energy arrivals:
the energy expenditure of any transmission poli-
cy should be below this curve due to energy
causality. The lower curve in the energy feasibili-
ty tunnel is a vertically shifted version of the
cumulative energy arrival curve by exactly Emax,
which is the size of the battery, since at most
Emax units of energy can be saved in the battery.
The energy expenditure of any transmission poli-
cy should be above this curve due to no-energy-
overflow. Because of the concavity of the
rate-power function, keeping the power as con-
stant as possible subject to energy feasibility con-
straints is optimal. Therefore, the optimal
transmit power policy has the shortest string
structure: the power is kept constant to the
extent possible subject to energy causality and
no-energy-overflow conditions. The optimal
transmission power sequence is the sequence of
slopes of the shortest string that lies within the
energy feasibility tunnel.

In [5] the solution of [3, 4] is extended to the
case of fading channels. The solution is found by
a directional water-filling algorithm, depicted in
Fig. 2. This algorithm is based on a view of ener-
gy as water. The incoming energy (water) is allo-
cated (poured) into the time interval till the next

energy arrival, as shown in Fig. 2a. Then the
water is allowed to flow through the taps from
left to right (from the past to the future) due to
energy causality (Fig. 2b). This signifies that
energy can be saved and used in the future, but
energy that has not arrived yet cannot be used.
The extent of this energy flow is also limited by
the battery limit Emax: the amount of water that
can flow through each tap is Emax. The flow con-
tinues till the water levels are balanced. This is a
generalization of the classical water-filling algo-
rithm to the case of energy harvesting setting,
which introduces a directionality (due to energy
causality) and maximum-flow (due to no-energy-
overflow) constraints. Note that the slopes in the
tightest string interpretation for the static chan-
nel correspond to the water levels. See also [6]
for a staircase water-filling algorithm.

The literature on data scheduling in energy
harvesting communications, such as [3–6] and
those that follow them, assumes a monotonically
increasing concave rate-power relation r(p) and
optimizes the sequence of transmit powers sub-
ject to energy causality and no-energy-overflow
constraints. However, exact capacities and the
resulting rate-power relationships (if any) are
not known in energy harvesting settings with
dynamics occurring at the channel use level. In
fact, we will see that the rate-power relationship
highly depends on the size of the available bat-
tery Emax. Starting in the next section, our goal
will be to determine this relationship when pos-
sible. We will start by describing the detailed sys-
tem model at the channel use level.

SYSTEM MODEL
As shown in Fig. 3, the transmitter wishes to
send a message W in n channel uses so that the
receiver reliably decodes the message. Emax is
the battery energy storage limit, i.e. the size of
the battery. Channel input and output symbols
may be discrete or continuous. The exogenous
energy source supplies Ei units of energy in the
ith channel use, where Ei is an i.i.d. sequence
with an average value E[Ei], which we denote as
Pavg. When channel input Xi is transmitted in the
ith channel use, the receiver gets Yi. The under-
lying physical communication channel is memo-
ryless.

Si denotes the energy available in the battery
at channel use i. The transmitter observes the
available battery energy Si and transmits a sym-
bol Xi. At each channel use, the transmitter both
harvests energy and transmits a symbol. The
order of harvesting and transmission in a chan-
nel use could be in two different methods. The
first method is transmit first where the energy of
the channel symbol is constrained by the battery
energy in that channel use. After sending the
symbol, the transmitter harvests energy. Then
incoming energy Ei is stored in the battery if
there is sufficient space; otherwise, only Emax
units of energy is stored. The second method of
ordering the energy harvest is simultaneous
transmit, where energy can be utilized for data
transmission in the same channel use as it enters
the system. Then remaining energy is stored in
the battery if there is sufficient space; otherwise,
only Emax units are stored. In general transmit

Figure 2. Directional water-filling algorithm: a) first, allocate arriving ener-
gy until next energy arrival; and b) then, allow energy to flow right until a
balance is reached.
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first and simultaneous transmit define two differ-
ent systems and they yield different achievable
rates. In both cases the next battery state Si+1 is
updated as min {Si – Xi

2 + Ei , Emax}. Note that
the battery state information, Si, is available at
the transmitter only.

The constraints that force the current symbol
to have energy less than or equal to the current-
ly available energy are called energy causality
constraints on the channel input at the channel
use level. These constraints follow from the fact
that energy cannot be utilized before it enters
the system. Note that a non-trivial time correla-
tion arises in the transmitted input sequence Xi
due to the energy causality constraints. We also
note that the energy arrivals Ei or the energy
available at the battery Si could be viewed as the
state of the channel, which determines the set of
feasible symbols that can be transmitted.

CHANNEL CAPACITY WITH
INFINITE ENERGY STORAGE

In this section we focus on the case when Emax is
set to infinity in a Gaussian channel. An imme-
diate upper bound for the channel capacity C is
the corresponding Shannon capacity with aver-
age power constrained to the average recharge
rate Pavg. This bound holds due to the fact that
each codeword satisfying the energy causality
constraints automatically satisfies the average
power constraint. The work in [7] established
that this upper bound is, indeed, achievable and
provided two different achievability schemes. We
now consider these schemes.

SAVE-AND-TRANSMIT SCHEME
In the save-and-transmit scheme, data transmission
is performed in two phases, as shown in Fig. 4.
The saving phase consists of the first h(n) chan-
nel uses; the transmission phase consists of the
following n – h(n) channel uses. In the saving
phase the transmit symbols are set to 0. There-
fore, no energy is spent and the battery is fueled
with harvested energy. In the transmission phase,
information carrying code symbols are sent. We
consider such h(n) functions that grow to infinity
sublinearly with n; that is, h(n) is in o(n) and
grows to infinity as n grows. The remaining n – h(n)
code symbols are the information carrying sym-
bols, which are selected from a Gaussian distri-
bution with zero mean and average power
smaller than but arbitrarily close to Pavg. Since
h(n) is in o(n), the saving phase allows a suffi-
cient number of channel uses for the data trans-
mission phase so that the rate hit due to the
saving phase is asymptotically zero. Moreover,
since h(n) grows to infinity, the energy saved in
the saving phase is sufficient to send the
designed code symbols without any energy short-
ages. This scheme achieves rates arbitrarily close
to the Shannon capacity with average power con-
straint equal to the average recharge rate Pavg.

BEST-EFFORT-TRANSMIT SCHEME
An alternative single-phase scheme that attains
the capacity is the best-effort-transmit scheme.
This scheme runs as follows. Let X1, X2, …, Xn
be a codeword and select Xi as i.i.d. Gaussian

with mean zero and variance smaller than but
arbitrarily close to Pavg. We say that the symbol
is infeasible if there is not sufficient energy to
send it, i.e. if the battery energy Si is less than
Xi

2. In this case, the input to the channel is set
to 0, otherwise it is Xi. That is, in the transmitted
codeword, some of the symbols in the actual
codeword in the codebook are replaced with
zeros. This causes a mismatch between the encoder
and the decoder. However, the resulting mis-
match is proved to be negligible in [7], and com-
munication with rates arbitrarily close to the
Shannon capacity with average power constraint
equal to the average recharge rate Pavg is possi-
ble.

COMMENTS ON THE SCHEMES
In the save-and-transmit scheme, the available
channel uses are divided into two phases. The
saving phase duration h(n) is selected to have a
sublinear growth to infinity. For example, h(n)
can be selected as log(n) or 

—
n. This, along with

the unlimited sized battery, allows averaging out
the uncertainty in the available energy. Remain-
ing n – h(n) channel uses are used for channel
coding with an average power constraint equal
to the average recharge rate. In contrast, in the
best-effort-transmit scheme, transmission starts
right away and code symbols are put to the chan-
nel only when it is feasible to do so. As long as
the average energy expenditure of the code-
words are below the average recharge rate, any
infeasibilities become negligible asymptotically
and reliable decoding is possible.

It is crucial to note that both save-and-trans-
mit and best-effort-transmit schemes need unlim-

Figure 3. Information-theoretic model of point-to-point communications
with an energy harvesting transmitter.
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ited sized batteries. It is more obvious that the
save-and-transmit scheme needs an unlimited
sized battery, since the battery energy needs to
go to infinity in the saving phase as the block
length becomes large. The fact that the best-
effort-transmit scheme also needs an unlimited
sized battery is less obvious. While the best-
effort-transmit scheme starts transmission right
away, since average energy expenditure is less
than average recharge rate, eventually the bat-
tery energy goes to infinity. In fact, this is the
reason that energy shortages occur only in finite-
ly many channel uses. Essentially, after a large
enough channel use index, the battery has so
much energy that no energy shortages occur.

We note that the capacity with an energy har-
vesting transmitter with an unlimited battery is
invariant to the memory in the energy arrival
process, so long as the energy arrival process is
stationary and ergodic. That is, an i.i.d. energy
arrival process and a non-i.i.d. energy arrival
process with the same average arrival rate will
yield the same capacity so long as the non-i.i.d.
energy arrival process is stationary and ergodic.

CHANNEL CAPACITY WITH
ZERO ENERGY STORAGE

In this section we consider the other extreme
where there is no battery at the transmitter, i.e.
Emax is zero, and at each channel use, the incom-
ing energy is either used or it is lost. In this case,
we assume simultaneous transmit order, as storing
the incoming energy is not possible, which is
required for the transmit first order. In this case,
stochastic energy levels at the transmitter cause
stochastic instantaneous amplitude constraints,
which is a generalization of the static amplitude
constrained Gaussian channel in [8]. Indeed, the
channel could be viewed as a state-dependent
channel with state information available at the
transmitter only, where the state is the available
energy [9]. In this case, Shannon strategies are
the capacity achieving schemes. This is known
due to Shannon’s work [10] for the capacity of
state-dependent channels with state information
at the transmitter only. In particular, let us
assume without loss of generality that the energy
arrivals are selected from a finite alphabet with
cardinality E. By assigning an input Ti to be
put as the channel input whenever Ei arrives, the
channel capacity is the maximum mutual infor-
mation between the extended channel input
T1, …, TE and the channel output; maximiza-
tion is with respect to the joint distributions of
T1, …, TE.

For the Gaussian channel, the optimal input
distribution of the extended channel inputs
T1, …, TE are numerically verified to be dis-
crete distributions in [9]. This observation is
compatible with the discreteness result in [8].
However, the exact proof for the discreteness of
the capacity achieving input distribution for the
general case is still an open problem in the cur-
rent literature.

CHANNEL CAPACITY WITH
FINITE ENERGY STORAGE

We now focus on the practically relevant case
where the battery size is neither zero nor infini-
ty, but a finite number. Determining the channel
capacity with a finite-sized battery, in general, is
a difficult problem. In the infinite and zero ener-
gy storage cases, the channel capacity is achieved
by transmission strategies that do not vary with
the time index. However, this does not immedi-
ately extend to the finite-sized battery case, and
the optimal transmission strategies may poten-
tially need to use all past information of energy
arrivals and signal transmissions. A complete
answer to this question is still missing in the lit-
erature, but significant progress has been made.
In the following we provide currently available
results for this case.

GENERAL CASE
In [11] Mao and Hassibi studied the channel
capacity for the energy harvesting channel with
finite energy storage, and found a general capac-
ity formula in terms of Shannon strategies [10].
This formula involves maximization of the mutu-
al information rate between a sequence of Shan-
non strategies and the sequence of correspond-
ing channel outputs. Moreover, it is conjectured
that the optimal sequence may be obtained by
observing the current battery energy level only
and ignoring the history of the battery level
sequence. In addition, [11] presents a set of
achievable schemes using Shannon strategies.
These schemes have the desirable property that
the corresponding achievable rates, i.e. the limit
of the n-letter mutual information rates, can be
calculated by a simple simulation-based algo-
rithm.

DETERMINISTIC ENERGY ARRIVALS
In [12] Jog and Anantharam studied the capacity
of the Gaussian channel with a finite-sized bat-
tery and deterministic energy arrivals. In this
work the channel capacity is determined as the
maximum n-letter mutual information rate
between the input and output sequences. In con-
trast to the general capacity formula in [11], the
n-letter mutual information rate does not involve
Shannon strategies [10]. An implication of this
result is that the need for Shannon strategies
stems from the randomness in the energy
arrivals, and the fact that the state information is
available only at the transmitter. In addition,
entropy-power-inequality based lower bounds
are found for the capacity of this channel.
Numerical results show that even with small bat-
tery sizes, the capacity approaches quickly to the
capacity with an infinite-sized battery.

Figure 5. Graphical representation of the variables Tn, Vn and Zn in the
equivalent timing channel. An energy arrival is represented by a circle and
a 1 channel symbol is represented by a triangle.
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AN APPROXIMATE CAPACITY APPROACH

In [13] Dong and Ozgur introduced a new
approach to find an approximate capacity for the
Gaussian channel with a finite-sized battery. The
main result in this work is that the channel
capacity with any finite-sized battery can be
obtained within a constant gap from the channel
capacity with infinite-sized battery. In order to
establish this result, an achievable rate for a
genie-aided receiver with energy arrival side
information is derived. Then it is shown that this
rate translates into a lower bound on the capaci-
ty by a novel evaluation of the side information.

NOISELESS BINARY ENERGY
HARVESTING CHANNEL WITH

UNIT ENERGY STORAGE

Special cases may be helpful in the challenging
problem of determining the channel capacity of
the energy harvesting channel with a finite-sized
battery. We now present the results of studying a
noiseless binary channel with a unit-sized energy
storage [14]. Note that even though the channel
is noiseless, uncertainty of the receiver regarding
the battery energy level at the transmitter side
makes it challenging for the receiver to decode
the messages of the transmitter.

In this binary energy harvesting channel,
encoding and decoding can be equivalently per-
formed over the time intervals between two con-
secutive 1s. This establishes an equivalence
between this channel and a timing channel with
additive geometric noise, where this noise state
information is available at the transmitter only.
In a timing channel, channel symbols are sent by
the intervals between the time the packet is put
in the queue and the time it is served out of the
queue [15]. In our binary communication chan-
nel, a “packet” is replaced with a 1 symbol. The
codebook used to transmit messages acts as a
server to the 1 symbol in the energy queue, and
determines its dynamics. The energy available at
the energy queue is the state, which determines
the set of feasible symbols that can be transmit-
ted. Therefore, the transmitter causally observes the
time a 1 symbol waits to be served in the queue.

The equivalent timing channel is represented
by the input Vn, noise Zn, and output Tn, as
shown in Fig. 5. The output Tn is the time inter-
val between two 1 symbols at the output, and the
input Vn is the number of channel uses a 1 sym-
bol is released from the queue as a channel sym-
bol after Zn units of waiting. Accordingly, Tn is
equal to Vn + Zn. The receiver observes Tn per-
fectly as the channel is noiseless.

Since Zn is available at the transmitter before
determining Vn, this is a state-dependent chan-
nel with state information available at the trans-
mitter only, where the state is the noise Zn.
Hence, the channel capacity in this case can be
expressed with a single-letter Shannon strategy
at the transmitter [14]. In particular, the capacity
is the maximum mutual information between an
auxiliary random variable U (independent of the
state Z) and the channel output T per average
number of channel uses in the classical channel

E[T]. In this case the channel input is given as a
deterministic function V of the auxiliary variable
U and the noise Z. In general, a single-letter
capacity expression is more desirable compared
to an n-letter expression. However, the infinite
cardinality requirement of the auxiliary random
variable U and determination of the function V
cause difficulties in evaluating the capacity.

The work in [14] proposes modulo-based tim-
ing encoding schemes. Moreover, [14] provides an
upper bound for the channel capacity based on
the state information leakage to the receiver side.
Numerical studies show that this upper bound
outperforms an older genie-aided upper bound
and is quite tight. We present the comparison of
upper bounds and achievable rates in Fig. 6.

CONCLUSIONS AND
FUTURE DIRECTIONS

In communications with energy harvesting
devices, the energy source is intermittent and
random. In addition, a battery is available to
save the excess energy and use it later. The
uncertainty of the available energy at the trans-
mitter, which is also partially controlled by the
transmitter’s own actions, creates unprecedented
constraints on the channel inputs, and this,
together with the unavailability of the energy
state information at the receiver side, makes the
determination of the ultimate capacity limits of
such channels a timely and challenging problem
in modern wireless communication theory. In
this article we have presented partial results for
the general finite-sized battery case and com-
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Figure 6. Comparison of upper bounds and achievable rates in [14].
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plete results for the special cases of very large
sized batteries and very small sized batteries.

We have observed that the capacity critically
depends on the size of the battery. For instance,
for the Gaussian channel, while for an infinite-
sized battery case the capacity can be obtained
by using classical Gaussian codebooks together
with save-and-transmit and best-effort-transmit
schemes, for the zero-sized battery case the
capacity is achieved with time-varying discrete
channel inputs. For the finite-sized battery case,
we have presented results that give partial
answers to the case of general channel and gen-
eral energy arrivals, and lower and upper bounds
for deterministic energy arrivals in Gaussian
channels, and constant gap results for general
energy arrivals in Gaussian channels. For a sim-
ple noiseless binary channel with unit energy
storage, we have shown an interesting correspon-
dence to the timing channel and an exact single-
letter capacity expression whose evaluation
required determination of an auxiliary random
variable.

This literature is in its infancy and there are
several open research directions. From an infor-
mation theory point of view, the capacity for a
general channel with a general finite-sized bat-
tery is still open. In addition, capacities of the
channels with various side information availabili-
ty conditions are also open. For instance, if the
receiver also harvests energy from the same
source or a similar source, then the receiver will
have highly correlated side information regard-
ing energy arrivals at the transmitter, and the
capacity and achievable schemes in this case are
open problems. From a coding theory point of
view, explicit coding schemes are open problems.
From a wireless communication theory point of
view, practical adaptive coding and modulation
schemes, and finite block length scenarios, are
open directions. From a networking point of
view, capacity regions of multi-user versions of
these problems (multiple access, broadcast,
interference, relay networks) are interesting
future research directions. From a signal pro-
cessing perspective, how the received signals
should be processed, and how energy expendi-
ture for processing and other essential compo-
nents should be accounted for, are important
open problems.
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